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Abstract

Abstract

Real-time performance evaluation of wireless loeata networks (WLANS) is an extremely
challenging topic. The major drawback of real-tiperformance analysis in actual network
installations is a lack of repeatability due to amirollable interference and propagation complesiti
These are caused by unpredictable variations imthgerence scenarios and statistical behavidhef
wireless propagation channel. This underscoresi¢leel for a Radio Frequency (RF) test platform that
provides isolation from interfering sources whilienglating a real-time wireless channel, thereby
creating a realistic and controllable radio propiagetest environment. Such an RF-isolated tesibed
necessary to enable an empirical yet repeatablieiaian of the effects of the wireless channel on

WLAN performance.

In this thesis, a testbed is developed that enaf@aktime laboratory performance evaluation of
WLANSs. This testbed utilizes an RF-isolated tgstesm, Azimuth™ Systems 801W, for isolation from
external interfering sources such as cordless ghand microwave ovens and a real-time multipath
channel simulator, Elektrobit PROPSIim™ C8, for véss channel emulation. A software protocol
analyzer, WildPackets Airopeek NX, is used to ceptdata packets in the testbed from which
statistical data characterizing performance sucHata rate and Received Signal Strength (RSS) are
collected. The relationship between the wireldsanael and WLAN performance, under controlled

propagation and interference conditions, is analymeng this RF-isolated multipath testbed.

Average throughput and instantaneous throughpugati@r of IEEE 802.11b and 802.11g WLANSs
operating in four different channels — a constamnnel and IEEE 802.11 Task Group n (TGn)
Channel Models A, B, and C — are examined. Praatimdels describing the average throughput as a
function of the average received power and throughriation as a function of the average throughpu
under different propagation conditions are presknteComprehensive throughput models that
incorporate throughput variation are proposed far four channels using Weibull and Gaussian
probability distributions. These models providenaans for realistic simulation of throughput for a
specific channel at an average received powero pfsposed is a metric to describe the normalized

throughput capacity of WLANS for comparative penfiance evaluation.
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Introduction

Chapter 1. Introduction

The increasing popularity of WLANs and the resgtiveed for performance prediction has shown thee
to be a lack of specific guidelines for comparageeformance evaluation of WLANS, a process which
has yet to be fully defined. The issue at the thefathe problem is that specifying metrics for and
modeling the performance behavior of WLANS is digaintly more challenging than doing so for
wired networks, such as LANs, due in large parh& complexity of communication over the highly
variable wireless medium (WM). In the case of WLANhere are more factors that need to be taken

into account.

Unlike their wired counterparts, wireless commuhaa devices use a highly varying channel that is
impossible to shield from interference sources sashmicrowave ovens, cordless phones, etc.
Furthermore, IEEE 802.11 WLANs use a multi-rate gtgl (PHY) layer that specifies multiple
communication data rates that vary depending onctireent link quality, typically measured by
looking at the signal-to-noise-ratio (SNR). (Rat#aptation algorithms are proprietary to the device
manufacturer.) These and other factors lead tonaminication system whose performance is highly

difficult to evaluate and model, especially whepraached analytically.

Adopting an empirical performance evaluation methogy for WLANs allows for such complex
systems to be analyzed and characterized in a stoaghtforwvard manner. However, the data
gathered must be collected in such a way that igsesent a set of common environments where such
devices are commonly used. An alternative apprdacko take a sufficiently high number of
measurements in many different environments to rcavarge portion of the range of possible usage
scenarios. If such precautions are not takendtie that is gathered will be environment specific,
effectively making them unrepeatable by others moidparticularly well suited as a basis for drawing

conclusions.

A method employed to overcome such obstacles, dsaweliminate the need to go to many different
locations for data collection, is to use a wirelesannel emulator for channel simulation, as hanbe
implemented in [SILO4] and [STEO3]. A testbed immarating channel emulation has the benefit of
creating any environment in the laboratory for perfance analysis. However, the previous studies
noted that utilized channel emulators to examine ANLperformance have utilized them not to
characterize and model performance in everydayeusagnarios, but to examine how WLANs behave

under harsh conditions, such as high velocity @dalelay spread. Although these are interestiegsa
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to probe, WLANs were specifically designed for usgoors as portable devices and would logically

have less than suitable performance under suclatipgiconditions.

In this thesis, an RF-isolated testbed utilizingralel emulation is used for modeling the perforreanc
of WLANSs for different indoor channels. The IEEB2811n channel modeling document is used as a
basis for defining the channel models to be implaee in the channel emulator [IEE04]. The channel
modeling specification describes single-input rglitput (SISO) and multiple-input multiple-output
(MIMO) models, of which the SISO models are usattifie purposes of this thesis. The Power Delay
Profiles (PDPs) defined in the document descrilved® range of indoor environments, ranging from
residential areas to large open warehouses. Eé&cthese environments has a specific PDP;

representative PDPs were selected for use as #mehmodels.

By using the channels models put forth by the IEHBR2.11n channel modeling task group, a testbed
environment is created that can be repeated arahdep on by others. The results presented here are
based on channel models that are available to @ayéithough not all the models were used (Channel
Models A-C were implemented and performance foiseéhehannels examined), further work can
expand on the results presented here, for exandglitianally implementing models D-F as well as for
MIMO WLANs. However, it may not be necessary to thoough the process of developing and
building a testbed as MIMO WLAN channel emulatars eurrently available on the market (e.g., from

Azimuth™ Systems and LitePoint).

Section 1.1 gives some background on the projedtZaction 1.2 provides a summary of previous
work relevant to the scope of the thesis, includirdgscription of an undergraduate study perforiyed
the author and two colleagues under Prof. KaveHaRah's guidance in 2003. In Section 1.3 and
Section 1.4, the motivation for and contributionstibe thesis are described. An outline of theihiss

provided in Section 1.5.
1.1 Background

Due to variations in the wireless channel, theivecepower can vary dramatically at the receivehe
predominant metric for determining when to chargeData Link Rate (DLR) is the SNR because the
SNR has a direct impact on the probability of catfygedemodulating the received symbols. Even when
the WLAN terminal is kept in a constant locatiome tchannel varies, causing the RSS to change, thus

changing the SNR and resulting in DLR variatiortSigure 1-1 shows a two-second snapshot of the



Introduction

RSS and the corresponding DLR (per packet) fonglsitap Rayleigh fading channel. Note that the
RSS fading in time causes changes in the DLR.
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Figure 1-1 The variability of the wireless channel causesrfgdn the RSS, as shown in the upper half of the

figure, resulting in changes to the DLR utilized,can be seen in the lower half of the figure.

The variations in DLR caused by channel variatiovisch arise from the conditions of the propagation
channel, have an effect on both the average thpugkttainable for a given average RSS but also on
variation in throughput observed. To date, thdguerance/channel relationship for WLANs has not
been modeled in the literature using an empiricathmdology, emulated channels, and actual WLAN
devices. Determination of capacity limits for wirelessarimels can be performed analytically, but to
examine actual performance of WLANS, it is necesstr utilize simulation or empirical
measurements. Analytical evaluation of WLAN pemfance in multipath fading channels is extremely

complex and is best kept for simple cases.

" Throughput modeling as a function of SNR using ieicglly gathered data has been performed in [HENO1
However, the measurement campaign consisted oegathdata in the “real world.” This inherently kes

results non repeatable and environment specific.
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1.2 Previous Work

There is limited literature on systematic modelaighe throughput behavior of WLANS as a function
of the received power or distance. This sectiaovides an overview of this literature and WLAN
performance evaluation. Section 1.2.1 gives amviex of research into WLAN performance found in
the literature. Section 1.2.2 provides a summdrgroempirical throughput measurement/modeling
study performed at the Center form Wireless InfdiomaNetwork Studies (CWINS) at Worcester
Polytechnic Institute (WPI) in 2003 by the authoidawo colleagues under the guidance of Prof.

Kaveh Pahlavan.

1.2.1 WLAN Performance in the Literature

Early theoretical analysis of WLAN performance waarformed at CWINS and is available in

[ZHA90]. In this work, performed long before corapbn of the IEEE 802.11 standard, an analytical
study of WLAN throughput in multipath fading chatgevas performed and compared with Monte
Carlo simulation results. Later work at CWINS orLMN performance evaluation used empirical
measurements and ray-tracing techniques to anal@w@us performance issues for WLAN

applications [ZAH97, ZAHO00, BRO93, FEI99].

In [WIJO5] and [GOPO04], methods are presented fedisting and calculating the maximum User
Datagram Protocol (UDP) throughput in IEEE 802.Y¥gANs and results compared with empirical
measurements. However, the measurement approaath ins[WIJ05] does little to take into
consideration the propagation/interference envimmmthat ultimately reduces the attainable
throughput and causes significant variations in ieasurement results obtained. The throughput
prediction method described in [GOP04] does comsiglevironmental impact on performance,
incorporating path-loss and shadow fading effebts, any results are consequently environment
dependent (due to the received power sampling rdetbgy used for distance-power relation
prediction, which involves the use of a path-losedel) and multipath fading effects are not

incorporated in their technique.

In [SILO4], the PROPSIim™+ was used for channel et in one signal direction, with isolators, a
circulator, and attenuators used in the test setypevent loopback (circling) of the RF signalhig

testbed was used to examine the performance of IBEE11b WLANs with respect to the delay
spread. A simple two-tap channel model was usedisoextent and no fading was introduced. This

study examined the delay spread bounds for 802/1LBNs, but no models are presented relating

4
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throughput/Packet Error Ratio (PER) performancedéday spread. Due to the simplicity and

predictability of the channel, this study only Ieckt the performance impact of delay spread.

The Spirent Communications TAS4500 FLEX RF chammelilator was utilized to examine the impact
of emulated mobile channels on IEEE 802.11b WLANfg@enance in [STEQO3]. The effects of
mobility and delay spread were examined using @6echannel model. It was shown that performance
degrades as the velocity increases and additiofallarge delay spreads, but models are not pteden
to relate these metrics to WLAN performance. [SIL&nd [STEO3] both use testbeds with channel
emulation to examine WLAN performance under extreoomditions that are not experience in

everyday use with no WLAN performance models b@agforward.

Throughput modeling as a function of SNR was pemnfat in [HENO1]. Their approach involved
taking a large number of empirical throughput measents in three different environments
(open/large office, closed/small office, and a Idajway) in the “real world” and developing models
relating throughput to SNR that fit to these meaments. Measurements and modeling were
performed for single client as well as multi-clienétwork configurations. Piecewise linear and
exponential modeling approaches were taken. Tiwaigihput modeling approach taken in [HENO1] is

similar to that performed in this thesis with tisidwing differences:

1) Measurements were taken in different, but non-rigisd& environments whereas an
RF-isolated, repeatable testbed with channel eioulais utilized here, thus

making results applicable as a baseline

2) Variations in throughput were not modeled as iteldere; this is important as
throughput variations have a significant impact parformance and need to be

modeled for accurate throughput modeling and sitimra

3) Multi-client network configurations are considenad[HENO1], whereas they are
not in this thesis; however, this thesis aimsxangine and model the maximum
achievable throughput for different channels, inchcase a single client single

AP network configuraiotion is desirable

4) Average throughput modeled as a function of SNR, R8S; this is a minor

difference as the relation between the two is asca
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In their piecewise linear model, a maximum throughgion, for SNRs greater than a cutoff SNR is
defined, as well as a dropoff region with a venagplication (and channel) specific throughput decay
slope given in Mbps/dB. The modeling performed[HENO1] is more comprehensive in nature,
examining performance with different WLAN devicdsr multi-client scenarios as well as under
interference. However, despite the more focusednéxation of WLAN performance performed in this
thesis, the results presented here can be moreatjgndilized as they were performed in a conedll

laboratory environment with channel emulation ugnglicly available IEEE WLAN channel models.

An undergraduate study performed by the authort@odcolleagues under the guidance of Prof. Kaveh
Pahlavan set out to model and compare the throtghstance relationship of IEEE 802.11b and
802.11g WLANSs based on empirical measurements,candoe found in [BHAO3] (see Section 1.2.2
below for more details). This study was uniquésrattempt to model average throughput as a foncti

of distance. It should be noted that all the pspeentioned above (except [SILO4] and [STEO3])

describe results of either simulation or empirtaia collected in non-repeatable environments.

The empirical results found in these papers wetiodd (for the most part) from actual WLAN
installations that are inherently prone to unpriedite interference. These may ultimately provide
insight into theoverall performance behavior of WLANS, but cannot be used performance baseline
that relates the propagation environment to perfmee. For results that can be utilized to anadymk
develop an understanding of the impact of differgineless channels on WLAN performance and for
comparative performance evaluation of WLANSs, a atglele test environment with high levels of

isolation from RF interference is necessary.
1.2.2 Empirical Throughput Study at CWINS

A group of undergraduate students performed an resapanalysis of throughput at CWINS in 2003
[BHAO3]. The purpose of the study was to measuekraodel the throughput/distance relationship of
|IEEE 802.11b and IEEE 802.11g WLANS in a typicdlaef environmerit The throughput modeling
approach for WLANs undertaken in this project ig gorecursor of the measurement and analysis

campaign described in this thesis and consequevitlybe described here. Figure 1-2 shows the

" The 3% floor of the Atwater Kent building at Worcesterlfzechnic Institute, Worcester, MA, USA was usedtss testbed
for this measurement campaign.
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throughput data for IEEE 802.11b and 802.11g vedisimnce with the models generated by curve

fitting overlaid. The throughput-distance modelsdverage throughput are given by (1.1) and {br2)
IEEE 802.11b and 802.11g, respectively.
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Figure 1-2 Models of throughput versus distance for IEEE 80@.4nd 802.11g WLANs. The empirical
throughput data is shown with the linear and Iabaric models overlaid. (From [BHAO03].)

S(r)=—-017r+534 0<r<R, [Mbps] (1.2)
S,(r) =-2234log,,r +2548 1<r <R, [Mbps] (1.2)

wherer is the radial distance, ari®l andR, are the maximum coverage radii (where the throughp
becomes 0 Mbps) for a given Access Point (AP).shobuld be noted that these models do not
incorporate variations in throughput and merelyedive average throughput for a given distance. The

research on testbed design and performance modalgsgnted in this thesis is a continuation of the
effort at CWINS to characterize the performancgfANs.

The downside of the previous study was that it wasformed in only one interference-prone
environment. A more thorough measurement campadgmadel throughput was needed and is
addressed in this thesis. Comprehensive throughpdels for IEEE 802.11b and 802.11g WLANS in
four different channels are presented. An RF-tedlaeal-time multipath testbed is a means for
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evaluating performance in various environments bgeait is a practical approach to channel
characterization/specification. The existence oftiple propagation paths is a fundamental wireless
channel characteristic that defines WLAN perforneaaad performance must be better understood in

this context. This research tackles this issuaratyzing the throughput/power relationship.

1.3 Motivation

This work was motivated by the need for throughpmddels describing the channel/performance
relationship of IEEE 802.11b and 802.11g WLANSs. eTfrequency selective multipath fading radio
channel is a highly variable medium that causegatians in the RSS, which is a very complex
statistical phenomena. IEEE 802.11 WLANSs have #ivrate implementation, with the selected data
rate dependent on the RSS. The variations in ttle €aused by the wireless channel directly impacts

the achievable throughput for a given channel aedesye RSS.

The models proposed in this thesis provide relatigpgs between average throughput and average
power as well as modeling instantaneous throughputtion. Researchers working in the higher
layers (e.g., the application layer) need models diescribe throughput as a function of RSS, wbarh

be utilized to accurately simulate throughput bébravThis thesis strives to present practical nigde
which can be utilized in research and industry thegcribe how WLAN performance is affected by

common usage environments such as residential homes

1.4 Contribution

An RF-isolated real-time multipath testbed utilgziemulated channels was designed and implemented
using the Elektrobit PROPSIim™ C8 channel emulafimuth™ Systems 801W WLAN test
platform, an WildPackets Airopeek NX WLAN protoamalyzer. Using this multipath testbed, a large
measurement database of performance metrics foE IEE2.11b and 802.11g WLANS operating in
four channels was compiled. This database of measnts was utilized for modeling the average
throughput behavior and instantaneous throughpuatien behavior of WLANS as a function of the

average RSS.

Practical models that relate average throughpuaterage RSS for four different channels are
presented. Throughput variation for these chanisetsodeled using two different methods utilizing
Weibull and Gaussian distributions. It is observkdt average throughput has a piecewise linear

relationship to the average RSS and that thisioelsttiip is more pronounced for multipath fading
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channels. Throughput variation modeling shows that approaches can be utilized: one yielding a
Weibull distributed instantaneous throughput véosiatvhereas the other a Gaussian distribution. The
Weibull approach accounts for changes in the 8igtion as a function of the average throughput. The
Gaussian approach combines all instantaneous thpotigvariations measured for many different

received powers into one distribution.

Using the average throughput and throughput vanatiodels, a comprehensive model for simulation
of throughput was developed. For the Weibull cageen the average throughput and Weibull
parameters derived from the average throughputy\eiull distributed Random Variable (RV) is the
comprehensive throughput sample. For Gaussianghput variation modeling, the RV drawn from a
Gaussian distribution with standard deviation dateed by the channel and 802.11 operational mode
is added to the average throughput for a givenaameemRSS. The sum yields the comprehensive
throughput sample when using this approach. Thess§lan modeling approach is reminiscent of path-

loss models where a lognormal distributed RV dessrshadow fading.

The average throughput data, as a function of therage RSS can be utilized to determine the
comparative throughput performance metric proposédis metric yields the normalized throughput
capacity of a WLAN operating in a given channelhadt given operational mode with respect to the
manufacturer specified cutoffs and per-DLR throughp Such a metric is useful for comparative
performance evaluation of WLANS, to quantize a WLAINvices effectiveness in performing under
given channel conditions for different operationades. The comparative analysis of how well two
different WLANs perform can be conducted using tmistric, even when their respective maximum
performance is drastically different (as is theectas IEEE 802.11b and 802.11g WLANS).

1.5 Thesis Outline

In Chapter 2, background on the wireless channeluding descriptions of the TGn channel models
utilized in this thesis, and IEEE 802.11b and 808.WLANSs is provided. In Chapter 3, a description
of the equipment used in the multipath testbedaddscription of the design of the testbed, inclgdi
implementation and traffic generation can be fourChapter 4 presents performance evaluation of
WLANSs, and results of data collection and analys&t was performed to look at average throughput
and throughput variation in four channels. Modetsaverage throughput, throughput variation, amd a
overall comprehensive throughput model are provid€hapter 5 concludes the thesis and proposes

ideas for future work that would expand on the aege undertaken for this thesis.
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Chapter 2: Wireless Channels and WLANs

In this chapter, the behavior of the wireless cledramd an overview of IEEE 802.11 WLANSs are
presented as they underlie the research and pem@enmodeling performed. Section 2.1 gives an
overview of the characteristics of wireless prop@gaand Section 2.2 describes multipath channel
models and presents the three IEEE TGn channel ImatiBzed in this thesis. Sections 2.3 and 2.4
describe multi-rate wireless data networks andHEfeE 802.11 WLAN standard, which is the-facto

standard utilized for wireless access to LANs dmadlhternet.
2.1  Wireless Channel Characteristics

The wireless channel is characterized by path-lebgh is a function of distance and the matetiadg
the electromagnetic waves propagate through; skaging, which arises from movements of the
terminals of objects around the terminals; and fading, which is the result of multiple propagatio
paths with different phases summing together deistely upon arrival at the receiver. These three

characteristics of wireless propagation are desdrib Sections 2.1.1-2.1.3.
2.1.1 Path-Loss

As electromagnetic waves propagate through thelegisemedium (air), the energy spreads out and at
any given distance is inversely proportional tocaver a of the distance. The simplest form of the
path-loss model (in dB) is given by (2.1) [PAHO5].

L, =L, +10alog,d (2.1)

where L, = -10log,,G,G, (%m)2 (in dB) is the path-loss in the first met@iis the distance-power

gradient, andd is the distance in meters. The distance-powerigmadr is a propagation parameter
that depends on the environment and is equal to flee-space. This means that for every decade
increase in distance, there i4@a dB increase in the path-loss. For indoor enviramsiethe distance-
power gradient varies widely, from less than 2 (@gide effect in hallways) to 6 (when the buildiag
constructed of metal) [PAHO5]. However, to morewately describe indoor environments, a more
environment specific path-loss model is appropridtee partition dependent path-loss model dessribe
the total path-loss as free-space path-loss withdatitional path-loss component contributed by svall
and floors, as given by (2.2) [PAHO02].

10
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L, = L, +20l0g,,d + > m, W, (2.2)
type

where m, . is the number of partitions of a particular typel &V, . is the loss (in dB) for the given

pe
partition type. There are more complex models, tftat example incorporate breakpoints (piecewise
models), where the path-loss up to a certain distdg, has a smaller distance-power gradient than
after the breakpoint. The IEEE 802.11n channelefiog document [IEEO4] uses such models for
each of the six channel models that are propobtmte information on various path-loss models can be
found in [PAHO2, PAHO5, IEE04].

2.1.2 Shadow Fading

For a given average path-loss there is variatiothinactual path-loss over time. Long term fading,
otherwise referred to as “slow fading” or “shadaadihg,” is caused by changes in the environment,
either from terminal movements (e.g., behind a )wal external movements (e.g., movement of
people). An example of slow fading occurs if aeliof-sight connection between two terminals is
broken by the movement of a person across thistdia@h. The person in effect causes the momentary
addition of an extra partition, thus increasing theth-loss. Shadow fading is modeled using a
lognormal distribution, which is added to the dista and partition dependent path-loss model as
shown in (2.3) [PAHO5].

L, =L, +L;(n)+10alog,,d +I (2.3)

where L, (n) is the loss incurred as a result of propagatioouth floor(s) and is a random variable

(RV) with a lognormal distribution representing thleadow fading. Figure 2-1a shows an example
lognormal PDF and Figure 2-1b gives an examplehaflew fading in time causing long-term slow

variations in received power.

11
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Figure 2-1 Shadow fading distribution and slow fading exampla} sample lognormal PDF and (b) example of

slow fading in time.

2.1.3 Multipath Fading

Multipath fading is a variation in the signal stgémcaused by multiple propagation paths combiaing
the receiver, each having varying amplitudes anaspb. This is best visualized with narrowband
signals, where it is most prominent. A narrowbaighal can be described as a sinusoidal wave having
a magnitude and a phase (i.e., a phasor). Whetiptaubropagation paths exist, the propagation time
amongst the various paths will differ, resultingech signal arriving at the receiver potentialyihg

a different phase. If these signals are in phéigament, they will add constructively and make the
resulting sum larger than if only a single pathsted. However, if two signals are 180° out of ghas
they will combine destructively, resulting in a @gedade for that given location. In indoor
environments, multipath fading is prevalent as mangpagation paths exist due to transmission,

reflection, and diffraction off various surfaces.

For broadband and ultra-wideband signals, multifedimg is not as big of a concern. This is beeaus
greater bandwidth translates to narrower widthgsila time, allowing for multipath components to be
isolated. Consequently, multipath can be explditedsing a RAKE receiver to constructively add the
signals propagating along separate paths. In IBBE1la/g/n WLANS, which use Orthogonal

Frequency Division Multiplexing (OFDM) technologywltiple narrowband subcarriers, each acting as
flat fading narrowband signals, allow deep fading do multipath to exist, but in such a way that it

does not significantly affect the overall transn@esmechanism. If even several subcarriers go into
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deep fade, the chances are they will not be adjarghconvolutional source coding allows the ot |

due to fading to be recovered.

There are three main phenomena that encompasathlfpropagation: transmission, reflection, and
diffraction. Additionally, the scattering phenonoenoccurs when small scale variations in a surface
result in a wave being scattered in different dicetws. Figure 2-2 shows the four wireless propagat
phenomena that occur as radio waves propagatetfrertransmitter (TX) to the receiver (RX). Note
that reflections of higher order occur than thasews in the figure. Figure 2-3 shows an Ultra-Wide
Band (UWB) example of frequency selective fadingsesl by multipath.

\é Scattering

/
N \
N\ /\
AN /

\
*\ Réflectior, ,

Figure 2-2 Wireless channel propagation factors: transmisseftection, diffraction, and scattering.
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A Sample Frequency Response of an Indoor Environment
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Figure 2-3 UWB example of frequency selective multipath fadingn indoor environment. Note the deep

fades in the frequency spectrum at select freqasnc{Courtesy: Dr. Bardia Alavi.)

2.2  WLAN Multipath Channel Models

Wireless multipath channels are modeled using a #@Pcan be implemented using a Tapped Delay
Line (TDL) for channel emulation, which specifiéetrelative delay and average power at a recefver o
one or more propagation paths with respect to itisé ffath. Additionally, a fading distribution and
Doppler spectrum is specified for the taps. Anuglé fading has a Rayleigh amplitude distribution fo
Non Line-of-Sight (NLOS) scenarios and a Rician himge distribution for Line-of-Sight (LOS)
scenarios with a flat or bell shaped Doppler posgctrum for indoor environments [PAHO5, IEEQ4].
An example Rayleigh amplitude distribution and fappler spectrum are shown in Figure 2-4a and

Figure 2-4b, respectively.
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Figure 2-4 Amplitude fading and Doppler spectrum example9: Rayleigh PDF and (b) flat Doppler spectrum.

The IEEE provides SISO and MIMO channel modelstfier IEEE 802.11n standard that specify the
PDP for various environments [IEE04]. Three of ¢lite channel model PDPs (TGn Channel Models
A-C) are utilized in this thesis as they describeaage of typical indoor propagation environments,
each having different RMS multipath delay spread=or channel models B and C, a bell-shaped
Doppler power spectrum is defined in [IEEO4], wh#re Doppler frequenci (the frequency where
the spectrum is 10% of the peak value) is calcdlagsuming a velocity of 1.2 km/hour [IEEQ4]The
maximum frequency shift is defined as beirig FHowever, this Doppler power spectrum is notizedl

in the testbed as the PROPSIim™ C8 utilized doesupport specification of arbitrary Doppler spectra.
Instead, the flat Doppler power spectrum was usdtie testbed implementation. The channel model

PDPs are described in Sections 2.2.2-2.2.5 withapepecifications given in Appendix A.
2.2.1 Justification for Using IEEE TGn Channel Models

The WLAN channel models presented in [IEEO4] wereated to describe a wide range of
environments in which WLANs are used. These ingltesidential and large office scenarios as well
as a channel model describing a large indoor andoou space. The different channel models are

defined as multiple clusters of taps, each havidglay and average power. The channel models have

* The TGn channel models describe indoor environsiand a velocity of 1.2 km/hour is representatif/euman

movement in an indoor setting.
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a range of delay spreads, thus modeling differemirenments. Although the document specifies
channel modeling for IEEE 802.11n MIMO WLANSs, thieaonel model PDPs can be used to emulate
channels for SISO WLANS.

As [IEEO4] is the first channel modeling documegieased by the IEEE for 802.11 WLANS, it seems
the logical source for channel models when expipmerformance/channel behavior. Additionally,
these models can act as a framework for compaggperformance results, as the models are publicly
available. No claim is made as to their accuracgt@scribing the specified environments; insteag th
act as a foundation. Specific residential/officerionments will likely have a different PDP. The
tradeoff here is that they will likely have a sianlRMS delay spread, which gives an overall métric
the type of environment. The other approach wddde been to take measurement in the various

environments, but this would have resulted in eminent specific multipath models.

TGn Channel Models B and C have a bell shaped Rogmwer spectrum per tap whereas the single
tap TGn Channel Model A has a flat Doppler powescsium. For the multipath tesbed described in
this thesis, the flat Doppler spectrum was usedrfen Channel Models A-C. This is because of the
limitations of the PROPSIm™ C8. See Section 3f8r2details on why the bell shaped Doppler

spectrum was not implemented and what Doppler gpaavas utilized in its place.

2.2.2 Constant Channel

The constant channel has no multipath, no fading, o Doppler spread. It describes a constant
channel with one tap (thus an RMS multipath defagad of zero) with an average power of 0 dB and
no fading. It is essentially equivalent to a cati@necting the transmitter and receiver of the WWLA
devices. This channel model is included for thke gurpose of having a baseline for the devices
utilized in data collection upon which measureméakken in other channels can be compared. I al

used as a reference to compare results obtained i@ IEEE TGn channel models.

2.2.3 |EEE TGn Channel Model A

The IEEE 802.11n Channel Model A [IEE04] is the diest of the three IEEE channel models used in
the multipath testbed. Channel Model A describesi@tap (thus an RMS multipath delay spread of
zero) channel with an average power of 0 dB andeRrgty fading on the single tap. The IEEE channel

modeling document specifies a flat Doppler spectinthe single tap.
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2.2.4 |EEE TGn Channel Model B

The IEEE 802.11n Chnnel Model B is a two clustedeiased to model the propagation conditions of
residential homes. Channel Model B has an RMSydsdeead of 15 ns [IEEO04] and is shown in Figure

2-5. The Doppler spectrum specified by the TGmalehmodeling document for Channel Model B is
bell-shaped.

Average Tap Power [dB]
: =

e | e | i | IS :

$ T |
25 '

-10 1 10 20 30 40 50 511] 70 80 80
Excess Delay © [ns]

Figure 2-5 PDP of IEEE TGn recommended Channel Model B, whihtwo clusters with multiple taps.

2.2.5 |EEE TGn Channel Model C

The IEEE 802.11n Channel Model C is a two clustedeh that models the channel in a small office
environment. Channel Model C has a RMS multipattayl spread of 30 ns [IEEO04] and is shown in

Figure 2-6. The Doppler spectrum specified by Tl@&n channel modeling document for Channel
Model C is bell-shaped.
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Figure 2-6 PDP of IEEE TGn recommended Channel Model C, whashtwo clusters with multiple taps.

2.3 Multi-Rate Wireless Data Networks

The use of multiple PHY layer data rates by utiligdifferent modulation schemes and coding rates is
an effective method for maximizing the average data that can be obtained through the WM in the
coverage area of a given Base Station (BS)/AP.s Thethod is based on the principle that the
probability of error is lower at higher SNRs, thaitowing higher order symbol constellations to be
utilized for transmission. TDMA and CDMA digitakttular networks utilize this method to provide
higher data transfer rates for data services toilokerminals (MTs) closer to the BS. Figure 2-7
gives an example data rate topology for a mule-raireless device, in this case showing concentric
circles representing regions over which the wiresvice will achieve the given data rate.
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Figure 2-7 Example topology showing the multiple PHY layeradedtes of an IEEE 802.11b WLAN, which

decrease as the distance from the AP increasdtimgsn a lower RSS.

This thesis focuses on WLANs, a multi-rate wirelestwork designed primarily for data services.
Given the high data rates utilized in the more mecevisions of 802.11 (802.11g and the upcoming
802.11n), it is critical that a multi-rate systera lmplemented to provide the maximum possible
average throughput in a given AP’s coverage afidege use of a multi-rate OFDM modulation scheme

enables high data rates close to the AP whilemglhtaining connectivity at low SNRs.

2.4 |EEE 802.11 WLANSs

WLANSs have seen a dramatic growth in popularityhwilhe introduction of the IEEE 802.11b and
successive standards, which currently provide LAN Bternet access at PHY layer rates of up to 54
Mbps in a 20 MHz band, with at least 100 Mbps at MAC data services AP using only mandatory
features specified in the upcoming IEEE 802.11ndded [IEEO06]. The growth in the WLAN market
for wireless data access was partly fueled by theljel growth in Internet usage. WLANs were
designed as an extension to wired LANs, thus piogidether-less access to the local LAN and

worldwide Internet while being less physically doef.
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Sections 2.4.1 and 2.4.2 describe the Medium Ac€esdrol (MAC) and PHY layers of the original
IEEE 802.11 standard. The PHY layer and overhadcllation for IEEE 802.11b and IEEE 802.11g
are given in Sections 2.4.3 and 2.4.4. Section5Z2pfesents an overview of the upcoming IEEE
802.11n standard. The following sections are arwew of the IEEE 802.11 standard and summarize
material contained in [IEE99a, IEE99b, IEE99c, IBEEEQE].

2.4.1 MAC Layer

The IEEE 802.11 MAC layer is primarily comprisedtbé mandatory contention-based Carrier Sense
Multiple Access (CSMA)/Collision Avoidance (CA) Dituted Coordination Function (DCF). There
are two other optional medium access methods #rabe implemented on top of the DCF: the Point
Coordination Function (PCF) and Request-to-Sendi@ieSend (RTS/CTS) virtual carrier sense
mechanism. The PCF is provided for Quality of 8xyQoS) and RTS/CTS as a way to improve
transmission reliability by ensuring channel reaéion for a given frame, in particular to mitigdhe
hidden terminal problem and increase the probghilittransmitting a long frame succesfully. Figure
2-8 shows the structure of the IEEE 802.11 MAC ctey the PCF as built on top of the DCF.

Required for Contention.
Free Services |

Point Used for Contention

Coordination | Services and basis for PCF
Function -
MAC {PCF)
Extent
Distributed
Coordination Function
(DCF)
L

Figure 2-8 The overall IEEE 802.11 MAC structure showing thenahatory DCF and optional PCF, which is
implemented on top of the DCF. (From [IEE99a].)

The fundamental access method of IEEE 802.11 i€k at utilizes CSMA/CA. This is based on the
CSMA/Collision Detection (CD) used for LANs, whikubstituting CD with CA due to the highly
varying nature of the wireless channel, which maBBsimpossible. For each frame that is transmitted
there are Inter-Frame Spaces (IFSs), an AcknowledgifACK), and backoff(s) associated with it to
ensure successful transmission. The overall acoessod for the IEEE 802.11 MAC, showing the

IFSs and backoff is given in Figure 2-9.
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Immediate access when medium
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| Busy Medium <—>| | | Backoft-Window '} Next Frame
J |, Slottime
Defer Access Select Slot and Decrement Backoff as long
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Figure 2-9 The general access method for IEEE 802.11 WLANg. filame transmission, there are IFSs and

backoffs to facilitate priority and reduce the pabbity of collisions occurring. (From [IEE99a].)

The IEEE 802.11 DCF operates via a backoff algorithat runs an all Stations (STAs) and APs.
Whenever a packet is queued up for transmissi@enniddium is sensed to determine if it is busya If
busy medium is detected, a random backoff is Jeansmission proceeds when the backoff counter
reaches zero after the medium is sensed to befodla DCF IFS (DIFS) period. The backoff is
selected from a uniform distribution of integerstie range [0,CW], where the Contention Window
(CW) size is an exponentially increasing valuglRand depends on the retransmission state [IEE99a
Figure 2-10 shows the exponential increase in Wackandow size with each successive

retransmission.
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Figure 2-10 An example of the binary exponential backoff megianshowing the maximum contention

window size increasing with each successive reinésson. (From [IEE99a].)

This backoff procedure is implemented to reduce ghabability of collisions occurring. With a
CSMA/CA system, collisions would occur with high@sbbability directly after an STA has finished a
transmission as other STAs would be waiting for thedium to become free [IEE99a]. By
implementing a random backoff before accessing WHd, the probability of collision is greatly
reduced by having all STAs wait different periodstime (random backoffs) before attempting a
transmission, following a WM idle period of DIFS.he STA whose backoff counter first reaches zero
will transmit while the other STAs will have to waintil the WM is once again idle. STAs restadith
backoff counters from where they left off in th@yious attempt, as shown in Figure 2-11. Onlyraite

transmission attempt is the backoff counter feset

8 If the transmission is unsuccessful, the backotfnter is still reset but selected from a bigger.CW
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= Backoff

= Remaining Backoff

Figure 2-11 An example of the process of multiple STAs contagdor access to the WM with the DCF access
mechanism. Each STA has an independent backddf tinat counts down before the STA can transmiteuqd
frame. (From [IEE99a].)

Because the wireless medium is subject to sigmifigariation and is highly prone to interferendasi
also critical to have a method for informing thansmitting STA that a transmitted frame has been
successfully received. This is done though immtedi@sitive acknowledgement, which means that all
received frames (of a certain type) are confirmeghgan ACK frame, which is transmitted after a
Short IFS (SIFS). If either the original frametbe ACK is lost or corrupted (i.e., no transmission
confirmation), the transmitting STA schedules trarfe for retransmission. When a retransmission is
necessary, the CW is increased and a new bacHKeffted. The ACK procedure of the IEEE 802.11 is
illustrated in Figure 2-12.
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Figure 2-12 The transmission of a data frame with the DCF acaosschanism showing the immediate positive
ACK frame. (From [IEE99a].)

To ensure proper frame transmission in highly vagyhannels, RTS/CTS can be used as a method for
checking the transmission path. This is partidulaseful for transmission of long frames. Ordinar
frame transfer continues following an RTS/CTS fraemehange. The RTS/CTS mechanism is not a
means for bypassing contention but merely a mefbodhecking the transmission path as control

frames are still subject to contention.

The optional PCF is a “contention-free” access metthat is only available in infrastructure network
configurations and operates via a point coordiné®®) located at the AP. The PC controls channel
access within a Contention-Free Period (CFP). Sregsiest access to the medium CFP by sending
Contention-Free (CF) polls. The PCF mechanisminelsded for time-bounded services for QoS by
applying tighter bounds on contention. Howeveshibuld be noted that it is still subject to cotitem
utilizing the shorter PCF IFS (PIFS) to increase likelihood that it will be able to access the WM.
Figure 2-13 shows the WM being shared between €@ €FPs and DCF Contention-Periods (CPs).
Note that the Network Allocation Vector (NAV) iststuring a CFP.
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Figure 2-13 The PCF and DCF access mechanisms sharing the \at¥i;@FP of the PCF is followed by a CP of
the DCF. (From [IEE99a].)

The overall access to the WM is determined by ewramgithe current states of the backoff counter,
NAV, and Clear Channel Assessment (CCA) resulteitlier of these functions indicates that the WM
is busy, frame transmission is deferred. This mssthat collisions are minimized and increases the
reliability of frame transmission. Whenever a feamust be retransmitted, the previous attempt was a

wasted instance of WM use and has an accumulatipadt on the overall throughput performance.

2.4.2 DSSS PHY Layer

Direct Sequence Spread Spectrum (DSSS) is a sppesttum technology that is one of the three PHY
layer options in legacy IEEE 802.11. Spread spettrtechniques are suitable for wireless
communications as they help to mitigate channetotff (being wideband) and can be used in
conjunction with a RAKE receiver to increase siabibf the received power, consequently increasing
coverage. The 802.11 DSSS PHY layer takes an inputream of 1 or 2 Mbps, maps the bits to
symbols using Differential Binary Phase Shift Kay{iDBPSK) or Differential Quadrature Phase Shift
Keying (DQPSK) modulation, then multiples eachwith a length 11 Barker sequence (PN code) to
generate a spread spectrum signal with a chipofaté Mcps. The use of a pseudo-random noise (PN)
code whitens the input bit stream alleviating tleed for scrambling. A SYNC field in the Physical
Layer Convergence Procedure (PLCP) preamble of Hi88is necessary for synchronization. See
[PAHO2, IEE99a] for more details on the IEEE 8023SS PHY layer.

243 |EEE 802.11b

The IEEE 802.11b extension to the 802.11 standaedhigh throughput addendum to support 5.5 and
11 Mbps PHY layer data rates on top of the orighahd 2 Mbps data rates. In IEEE 802.11b, a new

25



Wireless Channels and WLANS

Complimentary Code Keying (CCK) PHY layer is spietf whereas the original 802.11 PHY layer
included Frequency Hopping Spread Spectrum (FHBSES, and Infra-Red (IR). The 802.11b PHY
layer uses the same PLCP preamble and header d4 862 backward compatibility. Both a decoder
for the 802.11 Barker coded data and 802.11b CQi¢dalata (using 64 correlators) are implemented

for demodulation.
The data rates support by IEEE 802.11b are giv8iabte 2-1 with RSS cutoffs [CISO5b].

Table 2-1 IEEE 802.11b Supported Data Rates (Cisco Airon2tBa/b/g CardBus Client Card [CISO5b])

RSS [dBm] Data Rate [Mbps]
-94 1
-93 2
-92 55
-90 11

2.4.3.1 CCKPHY Layer

The CCK PHY layer allows the data rate to incre@s&.5 and 11 Mbps, or 1:2 and 1:1 ratios with
respect to the chip rate of the DSSS PHY layer.is T done by mapping bit pairs to points in a
Quadrature Phase Shift Keying (QPSK) constellatsomd then mapping the respective symbol phases
to an 8 element complex code (yielding 256 orth@fjendes) using the mapping given by (2.4).

c= { ej (Pr+dtP5+0,) , ei (Pr+¢3+¢s) , ej (P1+¢,+04) ,_ej (A1+¢4) '

2.4
gl (41+9:+43) , gl (41+93) ,_ej (#1+¢,) ' el (¢1)} (2.4)

For 5.5 Mbps operation, groups of four bits arekbrointo two pairs, each pair being mapped to dne o
four orthogonal complex codes. In 11 Mbps opemti® bits are encoded to one of 64 orthogonal
complex codes with the remaining 2 bits being diyemapped to a phase (each element in the
mapping equation has a commet?? term). A symbol rate of 1.375 Msps gets mappedrtaair
interface chip rate of 11 Mcps using 8 chips (cdfleaH02]. The occupied bandwidth per channel of
IEEE 802.11b is 26 MHz. See [IEE99c] for the bisymbol mapping for 5.5 and 11 Mbps modes and
other details on the CCK PHY layer.
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2.4.3.2 I[EEE 802.11b Overhead Calculation

If a transmission protocol is assumed, the themaktihroughput can be calculated by taking into
account all the 802.11 overhead as well as anyehitgtyer overhead (e.g., TCP acknowledgements).
Throughput calculation for one frame exchange secgiés sufficient to find the average throughput if
the PHY layer data rate is fixed. This also assithat there are no retransmissions, as this ailéla
detrimental impact on overall achievable throughputthe calculations performed here, it is asslime
that there are only two STAs (i.e., one STA and AR in an interference free environment, thus
simplifying the calculations (since collisions dotmeed to be factored in) with only the averagéhef
initial backoff window, within the range [0,aCWmiahd equal to aCWmin/2 needing to be factored in
for backoff. This has the effect of providing tmaximum achievable instantaneous throughput for the

given protocol and data rate.

The per-DLR throughput is calculated by taking tfa¢a payload size (in bits) transmitted per frame
and dividing by the duration of time required fartsmission of that data. The inter-packet dedape
sum of SIFS, DIFS, and the duration of the frame& AGK for transmission of a UDP frame. Frame
durations are calculated by taking data (in bits)fpame and dividing by the PHY layer data rafée
calculation of IEEE 802.11b per-DLR throughputs P traffic in a one client/one AP infrastructure
network configuration is given by (2.5) [CIS05a].

L

= data bps] (2.5
S“‘ DIFS+ SIFS+ aCWm% + (Ldata+HMAC+HIP+HUDP+LACK%LR + 2PLCF;))reamble+ 2PLCPheader [bps]  (2.5)
where L, is the data segment length (in bitg),., is the ACK length (in bitsfl,,c. H, and

Hypp are the MAC, IP and UDP header lengths (in bR)CR,eambie aNd PLCReagerare the PLCL

preamble and header durations in microseconds, theRPHY layer data rate(s), ar@j, the theoretical

per-DLR throughputs at the given DLRs. Table 2xv2g the per-DLR calculated throughputs for IEEE
802.11b with both the short and long preambles.
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Table 2-2 Per-DLR Calculated Throughputs (IEEE 802.11b)

Throughput [Mbps]
DLR [Mbps]
short preamble long preamble
1 0.9211 0.8965
2 1.7861 1.6957
55 4.4388 3.9195
11 7.7109 6.2681

244 |EEE 802.11g

The IEEE 802.11g amendment to IEEE 802.11 broughhigher data rates of IEEE 802.11a to the 2.4
GHz band, which would allow for backward compatipiwith IEEE 802.11 and 802.11b, as well as
greater coverage due to the lower frequency ofatjmer. Additionally, due to market saturation of
802.11b WLANS, IEEE 802.11g would seem a naturgrage, in part due to the added advantage of
backward compatibility. This was indeed the case IEEE 802.11g has achieved far greater market
saturation than IEEE 802.11a despite being releatsadater date (in 2003 as opposed to 1999).

IEEE 802.11g utilizes the 802.11a OFDM PHY layehjok is a mandatory element of the standard, to
achieve higher data rates over the WM. Therewaoeadptional PHY layers defined in addition to the
IEEE 802.11a PHY layer. OFDM is inherently wellited for communication over a frequency
selective fading communication channel since eablearier acts as a flat fading narrowband channel.
By utilizing convolutional coding, data containad tones that go into deep fade can be recovered.
Another advantage of OFDM is the ability to hav®igital Signal Processing (DSP) based solution

using Fast Fourier Transforms (FFTs).

The data rates support by IEEE 802.11g are givdabie 2-3 with RSS cutoffs [CIS05b].
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Table 2-3 IEEE 802.11g Supported Data Rates (Cisco Airon2tBa/b/g CardBus Client Card [CISO5b])

RSS [dBm] Data Rate [Mbps]

-86 6

-86 9

-86 12
-86 18
-84 24
-80 36
-75 48
-71 54

2441 OFDM PHY Layer

OFDM technology increases the spectral efficiengytiizing multiple subcarriers within a single 20
MHz channel (of which 16.6 MHz is occupied). Eacibcarrier has a bandwidth of 312.5 kHz and acts
as a narrowband fading channel. There are 52 sudrsa of which 48 carry data and 4 are used as
pilots. On each subcatrrier, the input bit streamodulated using BPSK, QPSK, 16-QAM, or 64 QAM
with three different code rates (1/2, 2/3, and 3M)s yielding 8 different PHY layer data rates 46

12, 18, 24, 36, 48, and 54 Mbps) [IEE03]. Adjac®RDM symbols are separated by a guard interval
800 ns to prevent ISI.

The modulation scheme (modulation and code rat@3ashfor transmission of a frame is dependent on
the quality of the link, which is generally ascarea using the SNR and is determined using
proprietary algorithms. The IEEE 802.11g standi#wds not specify how the data rates are selected.
However, the performance requirements on the tritesnand receiver for the different data rates are
defined. Of the possible PHY layer data rated,26,and 24 Mbps as well as the legacy 1, 2, 5.8, an
11 Mbps data rates are mandatory. For more infaoman the OFDM PHY layer and IEEE 802.119,
see [IEE99b, IEEO3]. Figure 2-14 shows the OFDMYPHyer, depicting the multiple orthogonal

subcarriers with inter-carrier spacing of 312.5 kHz
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Figure 2-14 The spectra of the IEEE 802.11a/g OFDM PHY layewshg the multiple orthogonally spaced

subcarriers. (From <http://www1.linksys.com/protflicnages/ofdm.gif>.)
2.4.4.2 IEEE 802.11g Overhead Calculation

In Section 2.4.3.2, the principle behind throughgaiculation for WLANs was laid out for the IEEE

802.11b case with UDP traffic in a one client orfe iAfrastructure network configuration. Throughput
calculation for IEEE 802.11g data rates is slightifferent from that of IEEE 802.11b as an OFDM
PHY layer is implemented, with the addition of anddification to some parameters in the calculation
However, the overall procedure of taking numbebité of data sent in a frame and dividing by the
total duration of that frame exchange applieshasva in (2.6) [WIJO5].

— Ldata
S(h DIFS+ SIFS+ aCWmi% + (Ldala+H|\/|AC+HIP+HuDP+LACK+TA|L%)LR + ZPLCF?)reamble-i_ ZPLCFl)qeader-l- 28|gEXt
[bps] (2.6)
where L, is the data segment length (in bitd),., is the ACK length (in bitsH,,,c, H,, and

H,pp are the MAC, IP and UDP header lengths (in bif#)IL is the appended tail bits, PLGRmbie

and PLCReaqer are the PLCL preamble and header durations inasémonds, SigExt is a pause

following the transmission of a frame to ensurd tha convolutional decoding process finishes, DLR

the PHY layer data rate(s), arf}, the theoretical per-DLR throughputs at the giverRSL Table 2-4

gives the per-DLR calculated throughputs for IEER.81g.
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Table 2-4 Per-DLR Calculated Throughputs (IEEE 802.11g)

DLR [Mbps] Throughput [Mbps]
6 5.2804
9 7.6376
12 9.8321
18 13.7963
24 17.2798
36 23.1165
48 27.8141
54 29.8350

245 |EEE 802.11n

The IEEE 802.11n standard is the most recent adabertd the original 802.11 standard. It specifies
modifications to the MAC and PHY layers to suppgmoth QoS and MAC data services AP measured
rates of 100 Mbps with only mandatory featuresghHihroughput is achieved by taking advantage of
multipath, a phenomenon previously considered gratie channel capacity. This is done by using
multiple antennas at either or both the transmétet receiver. At the very least, extra antennelsl y

more diversity, resulting in a more stable chanadtitionally, more antennas enables exploitation o

multipath by using space-time block coding andgnaih beam-forming.

Frame aggregation, block ACKs, and a short guasthml of 400 ns are all part of the standardsreffo
to increase throughput. The IEEE 802.11n standaes MIMO OFDM technology with multiple
operational modes (legacy, mixed-mode, and Greelu)Ffor use in different network settings. The
Green Field operational mode is optional and @dinon-backward compatible frame format. For
more details on the IEEE 802.11n draft standael [I&=06].
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Chapter 3: Design and Implementation of the Tebied

This chapter describes the design and implementatidghe multipath testbed that was developed and
utilized to collect data for the purpose of examinand modeling the effects of the wireless chaonel
WLAN performance. In Section 3.1, descriptiondhef various hardware and software elements of the
testbed are presented. Section 3.2 discussesstid design and Section 3.3 the implementation of
the testbed. In Section 3.4, a description ofitrajeneration in the testbed and the software gpaek

(Airopeek NX) used for to capture packets in trstlied is provided.
3.1 Elements of the Multipath Testbed

The multipath testbed consists of two main comptserthe Azimuth™ Systems 801W RF-isolated
WLAN test platform (chassis, modules, and isolatabrambers) and the Elektrobit PROPSIim™ C8
multipath channel emulator, which are describe®&egctions 3.1.1 and 3.1.2 respectively. Additional

hardware utilized to implement the multipath tedtisedescribed in Section 3.1.3.
3.1.1 Azimuth™ Systems WSeries

The Azimuth™ Systems 801W is a modular test satufiar examining the performance of SISO
WLANSs. It utilizes RF isolation chambers to sigcéintly reduce RF interference, with the Devices
Under Test (DUTS) being cabled together. Howether,801W does not emulate wireless channels; it
simply simulates changes in distance via digitalytrolled attenuators, which can be increased or
decreased in 1 dB steps. It is a system desigedafidation and comparative performance evaluatio
of SISO WLANSs in an ideal channel. The hardwarengonents are controlled via the Azimuth™
DIRECTOR™ sgsoftware, which operates on an exterreaves and is connected to the 801W
chassis/modules via the Bus-Net. A Test-Net isdufe traffic, which is generated using Ixia
IxChariof”, Iperf™, or the Azimuth™ traffic generator (part of theidmth™ DIRECTOR™ software
package).

™ Ixia IxChariot is a professional solution for neil testing with realistic loads, such as videeatning and file

transfer. See <http://www.ixiacom.com/solutionsfday.php?skey=ixchariot> for more details.
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Figure 3-1 The front panel of the Azimuth™ Systems 801W, whgthe chassis for the various test modules

offered by Azimuth™ Systems.

A typical test setup involving one client and onP Asing the Azimuth™ Systems 801W is given in
Figure 3-2. Note that this configuration wouldlglieesults that would not represent performancanin

actual environment as no channel is emulated idgi@muth™ Systems 801W.

™ Iperf is a free utility for measuring TCP and UB@twork performance that reports metrics such as\ilth

and jitter. See <http://dast.nlanr.net/Projectafir for more details.

33



Design and Implementation of the Testbed
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AF
Azimuth Director PC (in MTH)

9 Azimuth Systems 801W

Figure 3-2 Typical client/AP test setup using the Azimuth™ 8yss 801W and STM module. The WLAN
client is installed inside the STM and the WLAN AHsolated inside the MTH. The AP is cabled te 801w
RF backplane, which is connected to the WLAN cliarthe STM. The Bus-Net and Test-Net facilitadetrol

and testing. This test setup allows for basic vateange testing in an ideal channel.
3.1.1.1 Azimuth™ DIRECTOR™ Software

The Azimuth™ DIRECTOR™ software acts as a Graphidsér Interface (GUI) for the hardware
modules. It should be noted that all control a&f &zimuth™ hardware can be achieved through Tool
Command Language (Tcl) scripting. The Azimuth™ BEGIOR™ allows for manual control of the
various attenuators, setup of the DUTs, and remes&top capability for the various modules thatehav
an internal computer. Figure 3-3 shows a scredrahihe Azimuth™ DIRECTOR™ software with
the Topology View tab selected. Although not shawnhis network topology, the PROPSIm™ C8,
which would be connected in between the AP andntlieSee [AZIO5] for more details on the
Azimuth™ DIRECTOR™ software.
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Figure 3-3 An example screenshot of the Azimuth™ Systems DIRBR™ software. The left half of the
window shows the modules/clients/APs connectece right half of the screen has multiple tabs fewing the

current network topology, system log, etc. Variwsctions such as starting/stopping traffic anaggican be
performed from the toolbar provided.

3.1.1.2 Module/Hardware Descriptions

There are four modules in the Azimuth™ 801W chagsed for this research. These modules are the
RF Port Module (RFM), the Station Test Module (STNHe WLAN Analyzer (WLA), and the
testMAC™ Module (TMM). Of these four, only the RF®TM, and WLA were used in the multipath
testbed. These are described in more detail bedtmg with reasons for their use or non-use in the

testbed. Additionally, a brief description of tBB1W chassis and mini Test Head (MTH), which is
used to house the AP, are given.
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801W Chassis

The 801W chassis houses the various test modudesAtimuth™ provides. It is comprises an RF
backplane, which the modules plug into (all of thedule’s RF components are connected via the RF
backplane) and digital circuitry to interface witte Azimuth™ DIRECTOR™ software, modules, and
to connect all of the modules to the common Bus-Wéich is used for modular control. Connectors
for the RF backplane (named RF common) and Busakeprovided at the back of the chassis. The
modules draw power from the chassis when they rgerted. Each chassis (and other Azimuth™
components that are part of the test platformpssgmed an ID number, starting with 1. For theesys

at CWINS, the chassis ID was 1, as there was amdyumit in the lab. Multiple chassis can be wiiz

for which synch in and synch out (RJ-45) connecamesprovided at the rear of the chassis.
RF Port Module

The RFM is a bank of attenuators that is connetti¢bdde 801W chassis RF backplane. There are 6 RF
connectors at the front of the panel. These cdore@nd attenuators are connected as illustrated i
Figure 3-4. The attenuation of each attenuatorbeaimdividually set via the DIRECTOR™ software’s

GUI configuration window for the RFM, or set vialtommands.

RFM

RF Pore 1A
RF Port 1B

RF Port 1C

FPart
Artanuztor |

Chassis

RF Backplans
=" Artanuator 1

k, Wb COMmon Fore
" Attonuator 2 Attan uator 2

RF Port 24

Attenuator
ﬁ RF Port ZB
Combiner’
Splitter
Eﬂ RF Port 2C
——

Figure 3-4 The RF configuration of the RFM; two banks have¢RF ports each, with an RF combiner/splitter
and attenuator. All ports of the RFM are connedttetthe RF backplane of the Azimuth™ Systems 801W"om
[AZ104b].)
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Station Test Module

The STM houses up to two STAs in RF-isolated chambe\ Carrier Card (of which several types
exist) is needed to mount the STA card onto. TReoRtput of the STA is cabled to the upper front
panel RF port (there are two front panel RF paitse for each STA bay) of the STM. A computer
running Windows XP is part of the STM and interiaeath the DIRECTOR™. Remote Desktop is
used to access the computer, which is necessagpfdiguring the STA for setup and when collecting
data in different wireless modes. A Test-Net catoreis located at the front panel of the STM. For
the multipath testbed, the STA RF was routed tdritvet panel RF connector of the STM. One of the
bays of the STM houses the WLAN client in the npath testbed.

WLAN Analyzer

The WLA houses two IEEE 802.11a/b/g clients in Bélated chambers. These clients are configured
with Airopeek drivers to be in promiscuous modeaniag that they do not associate with any other
STAs and receive all packets. The WLA has a coepuinning Windows XP that has a copy of
Wildpackets Airopeek NX installed on it. Like the STM, the WLA has a Tt connector on the
front panel and an RF connector on the front pdteelwhich Analyzer 1, in the top chamber, is
connected), which is used for sniffing the pacledter they have passed through the emulated channel
An attenuator between the front panel RF portswhbich there are two) and Analyzers 1 and 2,
respectively, allow the signal levels at the WLAayrers to be adjusted. In the multipath testhisel,
WLAN sniffer inside the WLA was used to capture theta packets after they had propagated through
the PROPSIm™.,

testMAC™ Module

The TMM is a module used for testing the MAC of D&JTIt has a single WLAN client and emulates
multiple STAs by using multiple IP and MAC addressdt is used for stress testing APs to see how
many STAs can be associated at a single time. $Net connector and a single front panel RF port

are available. The TMM does not have a built-impater because its sole purpose is to generate the

¥ See <http://www.wildpackets.com/products/airopagkpeek _nx/overview> for more information on

Wildpackets Airopeek NX.
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appearance of multiple WLAN clients. No configimat of clients or data save is necessary and all
configuration of the TMM can be done via the DIREGR™. The TMM was not used for the
multipath testbed as we were examining the effadtsthe channel on maximum achievable
performance, focusing on throughput as a performanetric. This meant that we needed only one
STA and one AP for data collection, and having mpldtemulated STAs would not have been useful

for our purposes.
mini Test Head

The MTH is a dual RF islation chamber that is usetiouse APs and ASDs. It has filtered Ethernet,
RF, and power pass-throughs in the back panel. chiaenber provides 90 dB of radiated isolation
[AZI04a], which means that there will effectivelg Imo interference from outside sources, allowirrg fo
repeatable performance testing. The RF ports,righeorts, and power port in the rear panel of the
MTH are filtered to minimize RF leakage throughshesources. In the multipath testbed, the MTH
was used to house the single WLAN AP.

3.1.2 Elektrobit PROPSIm™ C8

The Elektrobit PROPSIm™ C8 is a multichannel maitip channel emulator. It allows wireless
channels to be emulated using a TDL with the dedagrage power, and fading all user-settable. Each
channel of the PROPSIm™ C8 is unidirectional. tiliaes either a GUI or Command Line Interface
(CLI) for control. Due to the general implementatiof the PROPSIim™ C8, it can be used to emulate
channels for many purposes including WLANSs. Figd+® shows the front panel of the PROPSIim™
C8. The software used for specifying the chansehulation control, etc. is described in Section
3.1.2.1 and the PROPSIim™ C8 hardware is describ8eédtion 3.1.2.2.
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e

 PROPSIn'C8

Wideband Mulichannel Simulator

Figure 3-5 The front panel of the Elektrobit PROPSIim™ C8. RROPSIm™ C8 has eight unidirectional
channels, each having RF and digital inputs anduist as well as an RF local oscillator input. iAternal

computer is used for control of the PROPSIim™ C8.

A tutorial on setting up the PROPSIm™ C8 is givenAppendix C. Further documentation on the
PROPSIim™ C8 can be found in [PRO02].

3.1.2.1 PROPSIm™C(C8 Software

There are four GUI-based programs that are usedritrol the PROPSIim™ C8. These allow the PDP
and fading characteristics of the emulated chatmbk defined, and correlation between the channels
of the PROPSIm™ C8 to be specified before the cblaisngenerated and simulated. These software
programs make up the PROPSIm™ C8 Channel Modelowbbx and are used when defining and
emulating wireless channels are described in metaildbelow. All tap specification and channel
emulation can be controlled without the use ofRIROPSIm™ GUI via a library of commands that can

be executed remotely.

Channel Model Editor

The Channel Model Editor is where the multipathrefed is specified. This is done by specifying the
channel PDP. Individual tap spacing, average ppaed amplitude fading (e.g., Rayleigh) can be
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entered. For each tap, a Doppler spectrum (daj.Dioppler spectrum) for frequency variation is

entered. Tap modes, such as fixed delay or rarfdipping can be specified. Additionally, parameters
such as center frequency and model precision fi@y many hardware taps should be used for
interpolation of channel model taps) are enteraédguthe Channel Model Editor. Figure 3-6 gives a

screenshot showing the Channel Model Editor window.

modelC_corr - Channel Model Editor

Channel Impulse Response

Simulation Length
M ohile speed

Estimated zimulation time

25.00 7500 12500 17500 ns

id hardware usage

Advanced parameters

Figure 3-6 A screenshot of the PROPSIim™ Channel Model Ediitr the channel model PDP shown on the

left and emulation factors such as center frequamcymobile speed shown on the right.
Correlation Editor

The Correlation Editor is used to specify correlatbetween the PROPSIim™ C8’s eight channels.
Either amplitude or complex (amplitude and phasejetation can be specified. Channel correlaton i
done by specifying a correlation matrix, where lth@er triangular portion of the correlation matrs

the cross correlation coefficient values that grecgied. The upper triangle is the complex coajeg
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of the lower triangle. Naturally, the diagonal remts are unity, since they represent an
autocorrelation. For the multipath tested, a 2gthglex correlation matrix is configured with cross
correlation coefficients of 1, which specifies therfect correlation between uplink and downlink

channels.
Simulation Editor

The Simulation Editor allows the specific channahfeguration to be set up. This includes specdyin
then number of channels to use and which chanoeisée, as well as the average input power per
channel, the crest factor per channel, and theifgpeonfiguration of which input goes to which
output. Previously defined channel models (spegitising the Channel Model Editor) are selected for
given input/output combinations. Phase adjustnoam be performed on the inputs and outputs if
necessary. Additional attenuation can be set uba@imulation Editor. Some parameters, suchas t
average input power and channel attenuation caeb®n the fly” while simulating the channel using
the Simulation Control software package. A noisarse can be added to the output if desired. After
the simulation setup is configured and saved, Hameel model can be generated. Figure 3-7 shows a

screenshot of the Simulation Editor with the PR®@#PSisetup used for the multipath testbed.
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Figure 3-7 A screenshot of the PROPSIim™ Simulation Editor shgwhe RF port(s) and channel model(s)

utilized on the left-side of the window and the rabgeneration specifications on the right-sidehef window.
Simulator Control

The PROPSIm™ Simulator Control is the program usezbntrol simulation runtime. Parameters such
as the input TX power level and output attenuafgain) can be varied here, while the channel iagei
emulated. A previously generated simulation (usihmgPROPSIm™ Simulation Editor) is opened for
emulation. The channel emulation can be startegpsd, and paused. From the Window tab, the user
can navigate to view the simulation settings, ther@el Impulse Response (CIR), which is shown in
Figure 3-8, or the ports currently in use on théOPRim™ C8. Figure 3-8 shows a screenshot of the
Simulator Control program with emulation pausedvghg the CIR of IEEE 802.11n Channel Model
C. Notice that the taps for the two channels (phnd downlink) are correlated. Note that thestap
shown here are at multiples of the PROPSIm™ harelsgy spacing of 12.5 ns; the emulate channel

uses interpolation to achieve the tap spacing afslOsed for the IEEE 802.11n channel models.
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Figure 3-8 A screenshot of the PROPSIim™ Simulator Control shguhe emulated channel PDP(s) and current

parameters of the channel(s) being simulated.
PropSoft

PropSoft is a software package that allows a tetmbe entered and time-variant channel moddieto
generated for a receiver traversing through thaaite This is a software program that is morergea
towards performance evaluation for Wide Area Nelw@WAN) applications. As the mobile moves
through an environment, the channel models thakesemt the propagation environment between the
base station and mobile are generated, allowindation of mobility in an environment without actual
deployment in the environment. This software i$ wmidized in the multipath testbed as predefined
indoor multipath channel models were used and mtopeance measurements were taken in actual

environments, only the IEEE recommended channels.
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3.1.2.2 PROPSIm™ C8 Hardware

The PROPSIm™ C8 is a self contained unit with eigf/Base Band (BB) module pairs, each
unidirectional, that emulate independent or coteglanultipath channels modeled with a PDP. Each
baseband unit can support 24 hardware taps faabab192 taps. If utilizing the RF inputs, thepiut
signal is first downconverted then sampled, afteictv Digital Signal Processing (DSP) is applieddas
TDL) to emulate the channel, and the result coeeeback to an analog signal and upconverted. The
center frequency range of the PROPSIm™ C8 is fr&® BHz to 6 GHz, with a bandwidth of 70
MHz. An external local RF oscillator is necesstaryse the RF ports. For RF signals having a cente
frequency less than or equal to 3 GHz, the RF losalillator must be 300 MHz above the center
frequency; for RF inputs with a center frequencgager than 3 GHz, the RF local oscillator must be
300 MHz below the center frequency [PROO02].

3.1.3 Other Hardware

An HP 8672A synthesized signal generator was usd¢deaRF local oscillator for the PROPSIim™ C8.
Accompanying the Azimuth™ Systems 801W is a dusthead (the MTH) where the AP is contained.
This is an isolation chamber that effectively efiaties interference from outside sources, thusiogeat

a repeatable test environment. Two MECA Elect®@tN-2.500 RF circulators were used to separate
and combine downlink and uplink RF signals. Theuwators are required because the PROPSIm™ C8
has unidirectional channels. Additionally, misaakkous cables and RF pads were used for

interconnection between the various componentsmmaél level balancing purposes, respectively.
3.2 Multipath Testbed Design

Section 3.2.1 discusses the design considerati@svent into the design of the multipath testbéd.

Section 3.2.2, the functional and system levellbltiagrams of the multipath testbed are presented.
3.2.1 Design Considerations

Several considerations had to be taken into accduritg the design of the testbed and are outlined
below. Once a design for the testbed was creatddimplementation attempted, adjustments were
made to the design as needed to ensure properrtiirergerse channel isolation as well as correct

channel emulation and balance of power levels.
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- Loopback of RF signal (forward/reverse channekitoh)
- Input power to and output power from the PROPSIim™
- How to cope with the unidirectionality of the PRG#R3"?
- How should attenuation be varied to emulate digtarmanges?
- Specification of the multipath channel and whichraiel models to use
- How should WLAN packets be captured?

Several configurations were attempted, such asbawily the traffic channel (granted that UDP iaff
was used) having multipath and fading, while theerse channel was constant. Another factor was
channel attenuation. Originally this was to be @avith the Azimuth™ RFM, which is a bank of
attenuators. However, this was not the ideal deagthe range was limited (due to insertion lgsses
and possible RF signal leakage occuring acrosstvioe banks of the RFM, despite maximizing
attenuation across the banks. In the final testthedRFM was used but for the purpose of attengati

the signal to and from the AP so that path losséise WLA analyzer and AP would match.

3.2.2 Block Diagram

The resulting functional block diagram for the ripdth testbed is given in Figure 3-9. Both forward
and reverse channels of this design have emuldiadnels, which have a one-to-one correlation,
implementing a reciprocal channel. Distance islated by attenuating the output signal level ohbot
the forward and reverse channels of the PROPSimUhison. Circulators are used to separate and
combine signal propagation directions. UDP trafigenerated at the STA flows from the STA to the
AP. Note that this testbed design is for a SIS@rmanication system, but could be expanded for use

with MIMO communication systems.
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Figure 3-9 Functional block diagram of multipath testbed. Btite WLAN client and AP are housed in RF-
isolation chambers, with the uplink and downlingrgils going through separate PROPSIim™ channebsficTis
pumped from the client to the AP and distance etadlay varying the gain (attenuation) at the PR@PBiRF

output ports.

This design is not susceptible to the RF signapilogp back as each channel of the PROPSIm™ is
unidirectional and acts as a terminator for an RjRa entering output port. This means that an RF
signal will not be able to bypass the fading chdnnéich would skew the results. The reverse
direction could be kept as a constant channelwauinstead opted for a time-varying channel todvett

emulate the wireless propagation environment.
3.3 Testbed Implementation

The multipath testbed was first implemented in @WINS lab on the third floor of the Atwater Kent

Electrical Engineering building at Worcester Patyteic Institute in the Spring of 2005 and modified
during 2006. Initial assembly took place followitige development of the first draft of the block
diagram. However, this particular implementatiohjch had only signals propagating in one direction
going through the emulated channel, did not wdtkansequently, further testing of that configuration
and a redesign resulted in a working testbed. fiffad multipath testbed functional block diagram is

show in Figure 3-9. Assembly and verification o testbed involved several steps, outlined below.
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1) Cabling together various components (DUTs, AzimutiPROPSIim™)

2) Checking the power levels at PROPSIm™ C8 inputs AWLSTA, and WLAN

analyzer (sniffer)

3) Adjusting received power levels using attenuat®B pads) to balance the uplink
and downlink channels as well as balance the R&%aethe WLAN analyzer with
that seen at the STA (to within a few dB)

4) Use a network analyzer to check the signal pathattethuation of the path for both
uplink and downlink; verify that the channel waglifag/exhibiting frequency

selectivity (for multipath channel models)

5) Verifying that the client was associating with tA& and that disabling the
PROPSIm™ C8 (done by turning off the RF local datl) terminated the link

6) Increasing the path attenuation using the PROPSmoifBut attenuators on both

the uplink and downlink (in unison) to verify ththe RSS was decreasing

7) Emulating a fading channel and examining the RS8sacmany packets to verify

that the channel was varying

8) Performing a comparison between measured and tiwdriade duration and fade

rate for a single-tap Rayleigh fading channel tdfyeorrect channel emulation

9) Configuring traffic generator/WLAN sniffer for datmllection

3.3.1 Assembly

Testbed assembly involved cabling together theouaricomponents (Azimuth™, PROPSIm™, etc.)
and validating the signal levels at several poattsg the RF chains. The overall testbed wasiedrif
using a network analyzer, which enabled the chawaeghtion to be visualized. Assembly is as
indicated in the block diagram shown in Figure 3Attenuators were used as necessary to adjust the
signal levels so that the uplink and downlink plagses were within a few dB. It should be noteat th
the PROPSIm™ output level is fixed for different®RSim™ channels with the same channel model
given that the PROPSIm™ input power level is setremtly, given that the PROPSIm™ output
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attenuation is equal across channels. The PROPSmpl{ power level setting needs to be set such

that no clipping occurrs at the PROPSIm™ inputmyidhannel emulation.

Antenna diversity is not considered in this testbeglementation. The primary antenna is connected
for the AP (with the secondary antenna terminated) a splitter/combiner is used at the STA. The
Azimuth™ 801W does not facilitate evaluation ofeamta diversity unless both the AP and STA were
placed in external isolation chambers. In thisbed, the client was inserted into the STM, whialyo
has a single RF port for each chamber. Becausmm@atdiversity is not examined, worst case results
are obtained for deep fades, as antenna divessitgtiavailable to help mitigate fading. With m&#€
ports available, antenna diversity could be exadhismce there are extra unused channel on the
PROPSIim™ C8.

The Azimuth™ Carrier Card with the Cisco Aironeieak inserted and cabled for use in the testbed is
shown in Figure 3-10. Figure 3-11 shows the LiskeyRT54G AP in the MTH cabled for use in the
testbed. The antenna ports of the Linksys WRT54@&RTNC connectors; an RTNC to SMA male
cable was used to cable the AP to the testbed. cifbelators, splitters, and attenuators used Her t

testbed can be seen in Figure 3-12.

7 Azimuth ‘ )

CCC-302-10050110

Figure 3-10 The Azimuth™ Systems Carrier Card with Cisco Clieserted and cabled using a splitter. The
Carrier Card is inserted into the STM.
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Figure 3-11 A chamber of the Azimuth™ Systems MTH, which is §iog the Linksys AP that is cabled and

connected to the testbed.

Figure 3-12 A close-up view of the circulators and attenuatarsd in the testbed.

Pictures showing the assembled multipath testbedgasen in Figure 3-13 and Figure 3-14. The
PROPSIim™ is on the left and the Azimuth™ Systenid/8@ on the right. The HP signal generator is
in between while the MTH housing the AP is at therfght. The black computer at the far left is th
Azimuth™ DIRECTOR™ computer.
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Figure 3-13 The assembled multipath testbed; from left to rightimuth™ DIRECTOR™ computer, Elektrobit
PROPSIm™ C8, HP signal generator, Azimuth™ Syst@@isV, and Azimuth™ Systems MTH.

Figure 3-14 The multipath testbed control terminal; the screerthe left is for controlling the PROPSIim™ C8

and the screen on the right is for controlling Asmuth™ Systems 801W, modules, etc.

Testbed configuration involved setting up channetiaets, adjustment of attenuation levels, settirg th
RF local oscillator to the correct frequency, tiafjeneration setup, and Airopeek capture setupe T
local oscillator for the PROPSIm™ must be set t6 BHz above the center frequency of the channel
that is being used, when using equipment operatirtge 2.4 GHz ISM band. Since channel 6 (2.437
GHz) was used during data collection, the signakgator was set to generate a 2.737 GHz continuous
wave. The power of the RF local oscillator sigaathe PROPSIim™ RF local oscillator input should
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be 0 dBm. For the testbed, the signal generatarseato generate a ~3 dBm signal, with a splitter

being used to feed the signal into the RF locaillasar ports of the two PROPSIm™ channels used.
3.3.2 Configuration of Channel Models

IEEE TGn Channel Models A-C were utilized for theltipath testbed, with RMS delay spreads of O,
15, and 30 ns, respectively [IEE04]. Channel Msd&land C represent two different environments
that WLANs are commonly used in; namely the home affice. An overview of the PDPs of these
channel models can be found in Section 2.2. ThesPélone represent SISO channels and can thus be
used for IEEE 802.11a/b/g WLANs. The channel miodestandard further defines the generation of
correlation matrices for MIMO operation, but these not needed for the work presented here. In
addition to the four IEEE 802.11n channel modelspastant channel equivalent to an RF cable with

attenuation was utilized as a baseline for compar@s results obtained using more realistic chasinel

The IEEE TGn channel modeling document definesvaDeppler power spectrum for channel models
B-F and is given by (3.1) [IEEOA4].

(3.1)

where f, is the Doppler frequency for the given velocit, is a constant that shapes the spectrum to

be 10% from the peak value at the frequerigy [IEE04, PAHO5], and| f|<5f,. The velocity

recommended by the channel modeling standard ikrb/Bour, which is slower than the average
human walking speed. However, this Doppler powectum includes greater Doppler shifts but with

lower probability. The Doppler power spectrum dedl by (3.1) is shown in Figure 3-15.
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-10 dB

Ja

Figure 3-15 The bell-shaped Doppler power spectrum recommeirdéet IEEE 802.11n channel modeling
document. (From [IEE04].)

However, the Doppler power spectrum specified & ¢hannel modeling standard is not used in our

testbed. Instead, a flat Doppler power spectruth \&i Doppler spread (bandwidth) representing a
velocity of 3.6 km/hour at 2.437 GHzf{ =+812 Hz), representing the lower range of human
walking speeds is used [PAHO05]. This is becauséPlROPSIim™ C8 does not allow the user to define
arbitrary Doppler power spectra, instead only hettihe user choose from predefined Doppler power

spectra. Despite being different from the IEEEmtted modeling document, the flat Doppler power
spectrum is noted in [PAHO5] as simply but accuyateodeling indoor channels.

3.3.3 Configuration of PROPSIim™ C8

There are many PROPSIm™ parameters that need setband others that are not set but must be
specified. These define the channel that is emdlahd are necessary for replication of the testineld
also to verify that the emulated channel is the esamrhe following are general PROPSIm™

parameters:

- IEEE 802.11b PROPSIM™ input power settings: -1ImdBnd -9 dBm for

PROPSIim™ channel 1 and channel 2, respectively

- IEEE 802.11g PROPSIM™ input power settings: -12nd&nd -11 dBm for

PROPSIim™ channel 1 and channel 2, respectively
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- Crest factor of 6 dB per PROPSIim™ channel
- No changes to input/output phase
- No additional noise source added/enabled
- CIR update rate is 1040.51 s
- Sample density of 64 samples/half-wave
- Estimated simulation time of 60.001548 seconds
- Number of impulse responses: 62432
- Number of wavelengths: 487.75
- Continuous model used
- Random number (distribution) seed of 18467
Table 3-1 gives the PROPSIm™ setup parameterfédiour channel utilized.

Table 3-1 Per-Channel PROPSIim™ Setup Parameters

Channel Initial Gain [dB] Expected Output [dBm] Moel Generation
Constant -10.0 -26.0 Maximize delay accuracy
TGn Model A -0.2 -26.0 Maximize delay accuracy

TGn Model B 20 96.0 Balance delay accuracy and

hardware usage

TGn Model C 33 26.0 Balance delay accuracy andg

hardware usage

3.4 Traffic Generation and Data Collection

Traffic was generated in the testbed and pumpeaugfr the PROPSIm™, with the frames being
captured after they had propagated through theaedichannel. Section 3.4.1 and 3.4.2 explain why
UDP traffic is generated for data collected andutiity used for traffic generation. In Sectio3,

an overview of WildPackets Airopeek NX, a WLAN poobl analyzer is presented.
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3.4.1 Why UDP Traffic?

UDP traffic is used because it is the simplest fasmIP traffic and for the maximum possible

throughput to be achieved. There are no highesrl&CKs (such as in Transport Control Protocol
(TCP)) that would result in higher layer retranssioas and reduction in throughput. To the higher
layers, a UDP frame is either received or not. Elmv, it should be noted that at the IEEE 802.11
MAC/PHY layer, retransmission will occur if a fransenot received or acknowledged properly. This
enables channel effects on the maximum WLAN througho be analyzed and an upper bound on
throughput performance determined. By using UD#fitrin the measurement campaign, we ensure
that our results do indeed provide an upper boumthmughput performance for the different channel

models that were analyzed.
3.4.2 Azimuth™ Traffic Generator

The Azimuth™ traffic generator generates low lagab-Network Access Protocol (SNAP) packets to
be sent from STA to STA. These are effectively UgHekets because they are acknowledged at the
IEEE 802.11 MAC layer and do no incur retransmissioFor the data collection campaign undertaken
for this thesis, both IEEE 802.11b and 802.11ditratas generated with 100% traffic density (back-

to-back frames) and a frame length of 1536 bytes.

Destination | Traffic Settings | Duration | Destination  Traffic Settings | puration |

C1-M2-1; Cisco Aironet 802, L Lafbig Wireless Adapter iy (302,11 6 — Preamble: 152 s =
Source MAC: 00:40:96:A8:03:55
Avalsble destinations: ey

m > | [ =8 o0teEe e D204 (0.0.0.0

1 2rsmarz

[ Connerted Devices - Frame pattern:

Enter custom pattern: [

Frame length (bytes): [152e =

Traffic parameters per sourcs add

Traffic Load ) o
(omaxdatarate): L J 100

Load (%): | 100 _‘;‘ FPs: 532 tbps: | 6.537

1 I A
¥ Enable transmit a3 | Cance! Ay | ¥ Enable transmit a3 | Cance! Ay | ¥ Enable transmit a3 | Cance! Ay

Figure 3-16 Screenshots showing the Azimuth™ Systems traffieegator utility; from left to right: destination

tab, traffic settings tab, and duration tab.

54



Design and Implementation of the Testbed
3.4.3 Airopeek NX Packet Capture

To facilitate packet capture for data collectiome WildPackets Airopeek sniffer was utilized. The
Azimuth™ Systems 801W at CWINS has a WLA moduléhviwto WLAN sniffers that are designed

for this purpose. Analyzer 1 in the WLA was routedthe RF front panel port 1 and connected in
parallel with the AP in the testbed. An additiofadB of attenuation in the WLA balanced the power
seen by the WLAN client and WLAN analyzer. Datanfies being pumped from the STA would thus
be captured by Airopeek after they had passed gifrdlie channel emulated by PROPSIm™. Figure
3-17 shows a screenshot Airopeek NX following akpaccapture. Observe the RSS and DLR

variation, with CRC errors on some of the packets.

_loix
ﬂ File Edit Wiew Capture Send Monitor Tools ‘window Help ] ]E'iﬂ
U-2-Wo@Bdd e T 2SEMS |E|le |
a: i T
L P _Filte e IAc:epl only packets matching one filker } i
gl ]
Packet Sighal dBm l Dats Rate | Size l Delta Time l Relative Time | Flags | Cumnulative Bytes | :I
451 -80 5.5 1536 : 00.003041 01. 249343 708095
4562 -50 5.5 1536 00. 003824 : 0. 253767 : 709632
263 -50 5.5 1536 00. 002965 : 01, 256732 : 711168
454 -52 - z.0 1536 00007107 : 01, 263839 712704
455 -84 1L.0 1536 ¢ 00. 002087 | 0L, 265926 714240
266 -83 1L.0 1536 00.001712 01.267638 : 715776
467 -4 i 11.0 1535 ¢ 00.001854 : 01. 269492 717312 =
268 -85 11.0 1536 00001776 01.271268 : 715548
4639 -6 1L.0 1536 00. 002362 : 01, 273650 : 720384
a7 -91 - 5.5 1536 00, 009015 : 0L.282665 C ! 721820
471 -57 1L.0 1536 00, 027646 : 0L.310311 C 723456
472 -88 11.0 L1536 | 00,002543 | 01312854 C 724992
475 -88 : 11.0 1535 00.003211 : 01.316065  C 726526
474 -87 11.0 1536 00.002518 01.318583  C : 726064
475 -85 1L.0 1536 00.005473 : 0l. 324062 : 729600
476 -85 1L.0 1536 00. 005892 - 01.329954 C : 731136
477 -85 - 1L.0 1536 00. 007463 : 01.337417 732672
478 -85 11.0 L1536 | 00, 006950 | 01.344367 : 734208
479 -85 : 5.5 LE36 00.003108 : 01.347475 ; 735744
460 -88 i 11.0 1535 ¢ 00.001604 : 01.349079 737280
451 -58 11.0 1536 00. 001596 01. 350675 : 738516
452 -8 1L.0 1536 00. 001695 : 0l. 352370 : 740352
453 -89 - 1L.0 1536 00.001717 : 01, 354087 741885
454 -57 5.5 1536 00.002771 01, 356858 743424
5 -87 5.5 1536 00, 002862 01,353720 : 44960 i
Fackets 4 Nodes Jy Frotocols f, Summany }y Graphs f Chamnels § Sianal /i Log A Conversations f Fiters /
Idle ‘ Analyzer 1 [Channel: 6 Packets: [1,752 Duration: [0:00:05
ron|| ) 4122 @ 2 | & 277 @
| Tirne: | Meszage |L|
7H 812006 21:353 Problem event: CRC Errors (= 1045 for 5 seconds) E
i FMBI2006 21:35:3 Suspect event: 80211 Retry (= 1/ for 5 seconds)
THEO06 | 21:35:33 New capure :
A4 THBI2006 21:35.37 Problem event: 80211 Retry (= 1 for 10 seconds) E
i 7MBI2006 21:35:56 Saved file: C'Documents and Settings\conzole'Deskioptesthed_data'@E-xxjune2008\sampl... -
B analyzer 1 [Charmel: 6
i Start @ AiroPeek - [modelC] <« 36PN

Figure 3-17 A screenshot of the Airopeek NX WLAN protocol armdy showing a sample packet capture with

per-packet information such as RSS and data rate.
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An Airopeek filter was used to filter out the uitUDP data packets. Information such as the RSS,
DLR, and packet length were saved as tab sepdibted A sample of the packet list file obtainexst f
data collection for an IEEE 802.11b WLAN is givesidw:

57 - 87 11.0 1536 00. 004072 00. 129213 C 87552
58 -88 11.0 1536 00.005080 00. 134293 C 89088
59 -91 5.5 1536 00. 006759 00. 141052 90624
60 -90 5.5 1536  00. 024210 00. 165262 92160
61 -90 5.5 1536 00. 004704 00. 169966 93696
62 -87 2.0 1536 00. 014211 00. 184177 95232
63 - 87 11.0 1536 00. 002043 00. 186220 96768

The first column gives the packet number, whichifegvith 1 for the first packet captured. The
second column is the RSS and the third the DLRe folrth and eighth columns show the total frame
length (in bytes) and total cumulative bytes ofadedptured, respectively. Columns five and siegiv
the time between successive packets and totaldlapsed. Column seven gives any flags that were
thrown for the given packet. In this sample, iGéflag for the first two packets shows that thedran
invalid FCS. The exact format of the packet listsip to the user. All of the above informationswa

not directly used to generate results but was densd useful to have.

For data collected to analyze the average througimoutriggers were utilized. For each sample, the
packet capture was started and ended manually thvecdesired (fixed) number of packets had been
collected. Measurements used for analyzing vanatin instantaneous throughput were performed by
manually starting packet capture and setting tiggiér to stop after the 1 minute sample duratiosh ha
elapsed for 1536, 512, and 128 byte frames.
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Chapter 4. Performance Evaluation, Results, anédnalysis

This chapter presents the results and analysigmbnmance evaluation conducted with IEEE 802.11b
and IEEE 802.11g WLANS using the multipath testtheat was developed as part of the thesis project
and is described in Chapter 3. Section 4.1 explateat performance evaluation of WLANs means and
the methods that are used for analyzing and clearaicy WLAN performance. Section 4.2 give an

overview of the WLAN devices that were utilized ftaita collection and Section 4.3 outlines the data
collection and evaluation procedure. A comparibetween theoretical and measured fade duration
and fade frequency for a single-tap Rayleigh chaim@resented in Section 4.4 as this relates the

emulated channel to what should theoretically lmioing in the channel emulator.

Sections 4.5 and 4.6 show throughput versus ponertlaroughput variation data for three channels,
with models presented that relate throughput teived power and throughput variation to the average
throughput. Section 4.7 provides a descriptioromprehensive throughput-power model developed
using throughput measurements and that descrilibsthi® average throughput as a function of power
and the throughput variation. In Section 4.9, driméor comparatively examining WLAN throughput

performance is proposed and a example calculagdiogmed.

4.1 Performance Evaluation of WLANS

Performance evaluation is fundamental to undergtgrehd characterizing networks. It is necessary t
model the performance behavior of various typeaeatfvorks. Development of models that describe
how performance metrics behave in different envitents enables the use of these models for
performance comparison, comparative performancdysiea and integration into research and
development work that will yield more accurate Hss@and outcomes. The goal of performance
evaluation and modeling is to better understandithigations and behavior of the network/device on
hand under various operational conditions and s@sna These specific network/condition
configurations would then not require measurememhgaigns to analyze given that models have

previously been developed for that purpose.

Whereas in the case of LANs, where quantifying genfince was easier because it was possible to
accurately develop a model to describe throughp&R, etc. given the stability of the medium
(channel), it is much more difficult to do such amalysis for WLANs as a result of the channels

variability. The statistical complexity of the wless medium and inherent implementation complexity
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required by WLAN devices to transmit data overwheeless channel is the source of the difficulifes
performance evaluation of WLANSs. At the core of fhsue is the significant time and space varying

nature of the wireless channel.

In wireless channels, there is never a single figath for signals, resulting in multiple paths each
having different degrees of attenuation and takliferent lengths of time to travel. This resuilts
multipath fading, which is characterized by faslifig at various frequencies. For a narrowbandasign
fast fading causes momentary decreases in recsigedl strength on the order of 20-30 dB [PAHO5].
For wideband wireless communication systems sudila8Ns, multipath (frequency selective) fading
is mitigated by using RAKE receivers, transmissisimg OFDM (which utilizes multiple narrowband

subcarriers), or MIMO technology.

However, to analytically model such a system wdaddh daunting task. Describing the throughput of a
WLAN in a lognormal fading channel is a relativedyaightforward task despite the multi-rate nature
of WLANS, as lognormal fading is long-term variait®in path-loss, where it can be assumed that a
single packet will have a fixed path-loss assodiatih it (i.e., the path-loss will not change dhgrithe
transmission of the packet. This is not the caserultipath fading, where fades can occur during a
packets transmission, resulting in packets beist) despite a high average received signal strength.

Analyzing these types of variations analyticallyiese fading is random is not the desired approach.

A more desirable method is to instead take empirno@asurements of performance in given set of
environments and use the measurement to modektiieenof performance for the those environment.
Picking environments that generalize typical ussggnarios helps to make results more applicable. A
straightforward way of examining the throughputbis using Iperf or Chariot, which will yield the
average throughput and throughput versus timeddmatbe transmitted over a given channel. A more
comprehensive approach is taken in this projecer&/lDLR probability statistics, average throughput,
and instantaneous throughput variations are examagea function of average RSS in relation to

standardized channel models.
Section 4.1.1 describes techniques for performaabkeation of WLANS.
4.1.1 Evaluation Techniques

There are three techniques that are used whenatveyWVLAN performance. These are empirical

measurements, simulations, and analytical analy€ismbinations of these can be utilized as well —
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they are not disjoint evaluation methods. Sectidrk1.1-4.1.1.3 summarizes these performance
evaluation techniques. Certain methods are bgdiedpto certain applications, where taking emjiric
measurements was the method chosen for the resgeschibed here. This method is desirable when
considering the complexity of simulating or analgtly analyzing the effects of a multipath fading

channel on a multi-rate communication system.
41.1.1 Empirical Measurements

Collecting measurements in “real world” environngerg the preferred method for analyzing the
behavior of complex indoor channels. Indoor envinents are subject to high degrees of multipath,
which significantly increases the complexity of aagalytical analysis or simulation. If sufficient
sample sizes are gathered during a measurementamphe results are representative of the given
wireless environment; if environments are carefaiected, the results provide a set of data trabe

used to derive an idea of performance in all emvirents.

Empirical measurements of WLAN performance havditi@ally been performed by moving WLAN
clients around buildings (and when appropriate ooits) and measurement performance metrics such
as throughput, RSS, SNR, DLR, PER, and jitter asmsured for multiple locations in the given
measurement testbed. However, such results aeidacspecific and, given the channel specific
measurements that are observed, do no representhdatcan be replicated by others. This emphgasize

the need for a standard set of environments thrabeautilized by anyone for performance evaluation.

Using an RF-isolated WLAN test platform ensuredt tiderference is minimized making results
repeatable. Additionally, utilizing standardizdsaonel models proposed by the IEEE with a channel
emulator, a testbed can be created whereby multipleless environments can be examined without
having to travel to multiple locations, and resg&thered that can be replicated as a result oREre
isolation utilized and use of standard channel rsodeThis is the approach taken in the project
described in this thesis — taking empirical meas@rgs utilizing an RF-isolated WLAN test platform

with emulated channel for three channel modelsasrting typical environments for WLAN usage.
4.1.1.2 Performance Simulations

Simulations of WLANs can be performed using MATLAB Ns (<http://www.isi.edu/nsnam/ns/>).
WLAN simulations are a good way to test new ideaviduen used for performance analysis, they tend

to produce idealized results. This is because tyygigally do not factor in the non-idealities aftaal
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WLAN devices. These variations for a particulavide and between devices mean that there may be
performance degradation due to the device in amiditdb channel effects, interference, and overheads
due to the MAC and PHY headers and IFSs.

4.1.1.3 Analytical Evaluation

Analytical evaluation of WLANs can be done up tp@nt. These typically involve analysis of the
MAC, calculation of overheads to determine maximpossible throughput, and the effects of simple
channels (e.g., single tap channel with lognornaalifg). Analysis of multi-tap Rayleigh fading
channels involves analytically examining the efeof fast fading on frame reception, which is a
function of the frame length, frame period, etc.top of characterizing the average power, which
experiences lognormal fading. Additionally, altliag on taps is stochastic, which further compésat

an analytical expression for throughput in multipéding channels. WLAN performance evaluation
in complex channels is best examined using sinaurlator empirical measurements, where sample sizes

are sufficient to provide conclusive results.

4.2 Devices Utilized

Two WLAN devices were utilized for performance maasnent: Cisco Aironet IEEE 802.11a/b/g
WLAN PC card client and Linksys IEEE 802.11b/g WLANP. Only one AP and one client were
utilized to examine the maximum achievable throughpChannel effects on throughput performance
were examined, which stressed the need for miniminther performance factors, such as effects of
the MAC. These WLAN devices were put in either EE&@02.11b or IEEE 802.11g operational mode.
Security wasdisabled for the measurements; the consequence of enabbegrity is that extra
overhead is added, which slightly reduces the mamnachievable throughput, a factor that can be
calculated given the bounds on throughput presenttids thesis. Table 4-1 gives the specificatioh

the WLAN equipment utilized for the data collecticaampaign.
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Table 4-1 WLAN Equipment Setup Used for Data Collection

Cisco Aironet Client Linksys AP
Model Number AIR-CB21AG-A-K9 WRT54G
Firmware Version - v1.00.9
Driver Version 2.5.0.22 -
Operational Mode 802.11b and 802.11g 802.11b and mixed
Channel 6 (2.437 GHz)
Security Disabled
Transmit Power Full power (Not user settable)
Access Mechanism DCF
IP Address 192.168.3.1 192.168.3.12

4.3 Data Collection and Evaluation Procedure

Data collection was slightly different for throughprersus power and throughput variation resufst
throughput versus power, a fixed number of packete captured, namely >10,000 for 802.11b mode
and >50,000 for 802.11g mode, of which 10,000 g0B0 frame statistics were used. For throughput
variation results, a fixed capture period of 1 nnwas specified with a variable number of frames.
The data files, in the form of tab separated pali&est, were consequently parsed using C into iplelti
single column numerical files, which were loade iIMATLAB for further post processing. For more

details on data collection and evaluation for ghecsic throughput results, see Sections 4.5-4.6.

4.4 Fade Duration and Frequency

Theoretical and measured fade duration and frequeas examined for the single tap Rayleigh fading
channel (IEEE 802.11n Channel Model A). With thee. AM device operating in 802.11b mode,
packets were collected for 60 seconds. The RS3dative time data (from the packet lists) wasduse
to analyze the fade duration and frequency. A mgpéverage with a window size of 10 samples was
utilized for the measured RSS data as there is asunement variation of approximately +2 dB that
would cause the fade frequency to increase draatigtiand the fade duration to decrease, partigularl
when the threshold and RMS amplitudes are withenrtleasurement variation range of +2 dB. The
theoretical and measured plots of fade durationfesgiency are shown in Figure 4-1 (measured data
using IEEE 802.11b mode).
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Figure 4-1 Comparison between theoretical and measured (MglgN client RSS measurement in emulated
channel) channel characteristics for a single-taplégh fading channel: (a) fade duration andf#lle

frequency.

As can be seen in Figure 4-1, the measured fadsidorand fade frequency does not precisely match
the theoretical results, as would be expected ieranlated channel. This is likely the results &R
measurement inaccuracy on the part of the WLAN aevas well as the RSS averaging that is
necessary because of RSS measurement inaccurdoy. equations describing the theoretical fade
duration7(p) and fade frequenciN(p) area given by (4.1) and (4.2) [PAHO5]. They age\wkd by

relating a threshold amplitude to the RMS amplitigieen that the amplitude is varying with a
Rayleigh distribution.

2

r(o)= - (4.1)
Vamf, |
N(p) =+/27rf, pe™ (4.2)

where p =%,  (the ratio of the threshold to the average sideaél) and f,, = (") f. is the

maximum Doppler shift at the given center frequenttycan be seen in Figure 4-1 that (given an RSS
moving average) the curves fit well, as would bsuazed. However, there is some deviation between
the theoretical and measured plots as the recawempmeasurement of the WLAN devices is only

accurate to within a few dB. Only the single tagyRigh channel case was examined as the thedretica
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fade duration is derived for single tap Rayleigkifig channels. This comparison was made to

ascertain the accuracy with which the channel veasgbemulate®.
4.5 Modeling Average Throughput

Throughput was measured and modeled as a fundtipoveer for four channels. The constant channel
was included as a baseline to gauge what the fdrmance is. Statistical data was collectethen
DLRs used for each sample, from which the theaktmaximum throughput values are derived.
Additionally, actual throughput plots, which weauhd by taking the total data sent for a given damp
divided by the duration of the sample, are showhe former set of figures represents the theodbtica
achievable throughput given the DLR distributiom fioe given sample while the latter set of figures
shows the actual throughput observed. Piecewisalimodels, found by line-fitting to the throughpu
data, are presented as models describing the tmpotigpower relationship for the given channels.
Figure 4-2 shows sample scatter plots of instamtan¢hroughput data for IEEE 802.11b and 802.11g

WLANS to illustrate how the variable throughput waduced to models.
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Figure 4-2 Sample of scatter plots of instantaneous througlgpuEEE 802.11b and 802.119g

5 A more accurate comparison of theoretical and oreasfade duration and frequency would involve gsin
power meter or other calibrated, highly accurast teevice to gather RSS data instead of relyindhenRSS
measurement reported by a WLAN device. Likewibe, ¢omparison could be made by utilizing the chiknne

emulators tap coefficients.
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4.5.1 Data Collection and Analysis

The maximum achievable throughput was determinedidtiple received powers by collecting packet
information, such as RSS and DLR for 10,000 packats802.11b and 50,000 packets for 802.11g.
The number of packets was such that for a consfaamtnel with high RSS, the sample time was
approximately 20 seconds Five times the number of 802.11b packets waleateld for 802.11g as

the maximum 802.11g PHY layer rate is approximatelg times that of 802.11b. Packet lists were

collected for decreasing received power at 1 dBeiments. The 20 second sample time covers

NTc coherence times, as shown by (4.3).

N, :2({Tij:20(BD):2o(2fM )= 40f,, (4.3)

Given the calculation shown in (4.3), packet st@8swere collected for a period greater than
approximatelyOf,, , or 324.93 channel coherence times at 2.437 GHus yields sufficient channel

variation during the measurement sample time soctiennel effects on performance can be examined.

Packet lists were collected for all measurementpdegn(attenuator settings). These were first plrse
using C to generate one column numerical filesebsaded into MATLAB. Each packet list *.txt file
was mapped to five *.out files, with each file caining the RSS, DLR, packet time delta, cumulative

time, and associated flags. These files were hatte MATLAB as desired and analyzed.
45.1.1 Throughput Data Generation

Several steps were involved in generating througlgata points. These were performed using
MATLAB and are outlined below:

™ For lower RSS and a time-varying channel, the &amould be transmitted at varying rates and plyskibt,

resulting in the sample duration for a fixed numbfpackets to be longer.
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1) Load desired parsed data files for given measuresemple (DLR, RSS, inter-

frame durations, etc.)
2) Parse into different DLRs for the given sample
3) Calculate associated DLR probabilities from paiSe& results
4) Calculate average RSS for the given sample

5) Utilize DLR probabilities along with theoreticalrtdughputs per DLR for the given
WLAN device and network configuration to find therdaughput for the given

measurement sample
6) Eliminate any throughput data points where the:

a. Adjacent sample average RSSs are very close togétke than 0.1 dB) so

that data points are not overlapping

b. Average throughput was discontinuous (dropped d@mwnjumped up

significantly) and thus represented outliers

7) Plot average throughput data versus the average gRB®neasurement sample,

enabling modeling of average throughput versuseayeRSS

Generation of throughput samples from DLR probtédiinvolves knowing the theoretical maximum
throughput for a given DLR. These can be calcdléte many network and device scenarios; for our
work, the per-DLR throughputs were calculated forsiemple one AP, one STA infrastructure
configuration with a long preamble for IEEE 802.11bhe vector product of thith DLR probability
vector and the calculated theoretical throughpuatoreyields thath throughput, as given by (4.4).

S = I_:;DLR,i éDLR (4.4)

WhereEDLR,i is a vector containing the DLR probabilities foetth measurement sample alibir is

a vector containing the per DLR calculated througbgmaximum or otherwise). It is necessary to
include the 0 Mbps throughput case and associatgghpility in this calculation. The medium time
associated with a “0 Mbps” frame is referred tonsdiumdeadtime— the medium time that is not

being used for a frame exchange (e.g., from badko# to retransmissions, frame loss, frames with
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CRC errors, etc.). Medium deadtime, as it perténghe calculation of maximum throughput data

points is described in Section 4.5.1.3.
45.1.2 DLR Probability Histogram Samples

To illustrate the change in DLR probabilities tlbaturs as the RSS decreases, sample histograms are
given for IEEE 802.11b and 802.11g WLANS operatmdour different channels. Figure 4-3 through
Figure 4-6 show sample DLR histograms at varyings R8lues for a constant channel, and Channel

Models A, B, and C respectively.
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(a) (b)
Figure 4-3 Sample DLR probability histograms for a constaratrotel at three sample average RSS values: (a)
IEEE 802.11b and (b) IEEE 802.11g. Observe ttastitead in data rates utilized increases as tle RS
decreases. At high RSS, the fastest data ratnigndnt, with some probability of the 0 Mbps case.
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Figure 4-4 Sample DLR probability histograms for TGn Channelddl A at three sample average RSS values:
(a) IEEE 802.11b and (b) IEEE 802.11g. Note thatrtumber of different data rates utilized hasaased even

for high RSS.
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Figure 4-5 Sample DLR probability histograms for TGn Channelddl B at three sample average RSS values:
(a) IEEE 802.11b and (b) IEEE 802.11g.
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Figure 4-6 Sample DLR probability histograms for TGn Channelddl C at three sample average RSS values:
(a) IEEE 802.11b and (b) IEEE 802.11g.

From the figures above, it can be seen the imgwtt & multipath fading channel has on the DLR
probabilities. For a constant channel, the DLRelatively constant at 11 and 54 Mbps for IEEE
802.11b and 802.11g, for high RSS. However, oading is introduced, the DLR begins to fluctuate
and causes the histogram to spread out. Thisriscyarly noticeable for the 802.11g operational

mode, where there are more PHY rates and theiecéisp drop-offs are at higher RSSs.
4.5.1.3 Probability of Wireless Medium Deadtime

The concept of medium deadtime is used to desaondmium time that is not actively being used for the
ideal transmission of data frami€s This includes backoff due to retransmissiongea that have an
incorrect CRC, and frames dropped due to probghtoutage when at the edge of an APs coverage
area. This term is necessary when examining thmowigusing DLR probabilities, as the amount of
time that the medium is ideal must be accountedtdoget accurate throughput results. When

considering deadtime in the context presented lteissimportant to note that traffic must be stresl

™" |deal frame transmission refers to a frame exckahat does not include any lost frames or retrissons.
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at 100 % of the possible traffic density. The ieetvill then describe the amount of airtime that is

unused in relation to the maximum possible throufip

There are several assumptions that underlie cailcnlaf deadtime in relation to its use in thisdise

1)

2)

3)

Management frames, such as beacons, are groumethndeadtime metric. For
WLANS operating in DCF mode, management frames pgthe medium a small
percentage of the time when compared to data fraemsecially when data is

streamed to examine maximum achievable throughput.

For a given sample, the average frame exchangeftimen ideal frame exchange
is calculated as the vector product of the DLR phility vector and vector of
frame exchange durations per DLR. The resultiaghe exchange time represents
the average time for an ideal (without retransroigsiframe exchange for the

current sample.

The deadtime is perceived from the reference framthe WLAN sniffer. The
testbed was implemented to as to balance (to theedepossible) the received
power seen at the sniffer and AP, but variationg reault is one receiving a frame

correctly while another does not, especially wHenRSS is very low.

The average frame exchange duration is calculated similar manner as that used to find the

maximum attainable throughput for a given samplshasvn in (4.4). Note that the DLR probability

VeCtorEDLR,i in this case does not include the 0 Mbps proligbéis the objective is to determine the

average frame exchange duration for actual frammbhamnges with a valid FCS that have occurred.

T = E'DLR,i -_l: DLR (4.5)

fxavg,i

#* Medium deadtime, as all other performance metliesved from measurements taken from actual WLAN

equipment, is affected by the particular deviceplémentation. If the WLAN device can no sustaicoastant

stream of traffic, then the deadtime probabilityl wicrease.
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Given the duration of a measurement samplg, .. the probability of deadtime can be calculated

through knowledge of the average duration of a &r@&xchangd as shown in (4.6).

fxavg

T

__ 'sample -
Pdeadtime - T
sample

T

frames

(4.6)

where TframeS:foavg(N frames NCRC), N.mes D€ING the total number of filtered data frames and

Ncre being the number of filtered data frames havingnaalid FCS (CRC errors)T .. represents
the duration of time ideal frame exchanges (fonverg measurement sample) occupied the medium.

This probability is the value irEDLR that represents the probably of having a 0 Mbp&RDLThe
remaining DLR probability must be scaled so tha sum of the DLR probabilities (including the

deadtime probability) will equal 1, as shown in7{4.
PDLR = [ PIDLR I:)active I:)deau:jtimg :[PIDLR (1_ I:)deau:jtimlg Pdeadtimel (4'7)

where P is the probability associated with active mediusage and is comprised of the individual

active

scaled DLR probabilities for the various PHY rates.
4.5.2 One-Tap Constant Channel

The one-tap constant channel represents a maxinumevad throughput for the WLAN devices
utilized. Throughput was measured with this iddannel to obtain a baseline upon which to compare
throughput measured with more realistic channels kigure 4-7 and Figure 4-8 show the average
throughput and probability of deadtime versus netipower for IEEE 802.11b and IEEE 802.11g
WLANS, respectively. Average throughput modelssirewn with the throughput data.
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Figure 4-7 Average throughput data versus average RSS wittageghroughput model and deadtime
probability versus average RSS for an IEEE 802W1AN (long preamble) operating in a constant ch&niia)
average throughput data with model and (b) deadpirabability per sample.

The piecewise linear model describing the maximwhievable throughput for an IEEE 802.11b

WLAN operating in a one tap constant channel iggilay (4.8).

615 ,p>-8473
Sao(P) =1 094p+8604 ,-9125< p<-8473 [Mbps] (4.8)
0 ,p<-9125

wherep is the received power in dBm.
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Figure 4-8 Average throughput data versus average RSS wittageghroughput model and deadtime
probability versus average RSS for an IEEE 802\W1@\N operating in a constant channel: (a) average

throughput data with model and (b) deadtime prdiglper sample.

The piecewise linear model describing the maximuwhievable throughput for an IEEE 802.11g

WLAN operating in a one tap constant channel iggilay (4.9).

2915 p>-7282
Sae(P) =1151p+13879 ,-9218< p<-7282 [Mbps] (4.9)
0 p<-9218

wherep is the received power in dBm.
4.5.3 One-Tap IEEE 802.11n Model A Channel

Channel Model A represents a one-tap Rayleigh fadivannel. It is not a very realistic channel and
rarely occurs in actual environments [IEEQ4], hgvimly one propagation path. Figure 4-9 and Figure
4-10 show the Rayleigh fading channel throughput probability of deadtime versus received power
for IEEE 802.11b and IEEE 802.11g WLANS, respedtyivéNotice that the throughput falls off quicker

than in the constant channel case and that theapildap of deadtime being higher at lower received

power. Additionally, the deadtime probability appeto exhibit less variation.
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Figure 4-9 Average throughput data versus average RSS wittageghroughput model and deadtime
probability versus average RSS for an IEEE 802W1AN (long preamble) operating in TGn Channel MoAel
(a) average throughput data with model and (b) ti@adpbrobability per sample.

The piecewise linear model describing the maximwhievable throughput for an IEEE 802.11b
WLAN operating in a one tap Rayleigh fading char(ihddel A) is given by (4.10).

606 p>-7642
Saq(P)=1038p+3537 ,-9221< p<-7642 [Mbps] (4.10)
0 , p<-9221

wherep is the received power in dBm.
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Figure 4-10 Average throughput data versus average RSS wittagee¢hroughput model and deadtime
probability versus average RSS for an IEEE 802\W1d\N operating in TGn Channel Model A: (a) average
throughput data with model and (b) deadtime prdiglger sample.

The piecewise linear model describing the maximuwhievable throughput for an IEEE 802.11g
WLAN operating in a one tap Rayleigh fading char(iddel A) is given by (4.11).

2694 . p>-6584
Sao(P)=1113p+10130 ,-8969< p<-6584 [Mbps] (4.11)
0 , p<-8969

wherep is the received power in dBm.

4.5.4 Multi-Tap IEEE 802.11n Model B Channel

A more realistic channel is modeled by Channel M&jewhich is a multi-tap, two cluster multipath
model representing an indoor residential area. urBigd-11 and Figure 4-12 show the average
throughput and deadtime probability versus receigeder for IEEE 802.11b and IEEE 802.119g
WLAN:Ss, respectively. The throughput for IEEE 8Qthistarts falling off at a lower received power in
this case when compared to the Rayleigh fading rdlathroughput (see Figure 4-9a), with the
deadtime probability being slightly lower betwe&® -and -80 dBm. However, for IEEE 802.11g, the
throughput and deadtime probability appear to g sinilar.
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Figure 4-11 Average throughput data versus average RSS wittagee¢hroughput model and deadtime
probability versus average RSS for an IEEE 802W1AN (long preamble) operating in TGn Channel MoBel
(a) average throughput data with model and (b) ti@adorobability per sample.

The piecewise linear model describing the maximwhievable throughput for an IEEE 802.11b
WLAN operating in the multi-tap IEEE Channel Modefading channel is given by (4.12).

612 ,p>-7855
Sa,(P) =1 054p+4816 ,—8998< p<-7855 [Mbps] (4.12)
0 ,p<-8998

wherep is the received power in dBm.
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Figure 4-12 Average throughput data versus average RSS wittagee¢hroughput model and deadtime
probability versus average RSS for an IEEE 802\W1d&\N operating in TGn Channel Model B: (a) average
throughput data with model and (b) deadtime prdiglper sample.

The piecewise linear model describing the maximuwhievable throughput for an IEEE 802.11g
WLAN operating in the multi-tap IEEE Channel Modfading channel is given by (4.13).

2661 . p>-6549
Sao(P) =1112p+9992 ,—8927< p<-6549 [Mbps] (4.13)
0 ,p<-8927

wherep is the received power in dBm.
455 Multi-Tap IEEE 802.11n Model C Channel

Channel Model C represents a slightly harsher atlathan Channel Model B, having more taps and a
greater RMS delay spread. However, when compatiegthroughput and deadtime probability for
these two channels, they appear to be relativebhamged. Figure 4-13 and Figure 4-14 show the
average throughput and deadtime probability versagived power for IEEE 802.11b and IEEE
802.11g, respectively.
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Figure 4-13 Average throughput data versus average RSS wittagee¢hroughput model and deadtime
probability versus average RSS for an IEEE 802W1AN (long preamble) operating in TGn Channel Mo@el
(a) average throughput data with model and (b) ti@adorobability per sample.

The piecewise linear model describing the maximwhievable throughput for an IEEE 802.11b
WLAN operating in the multi-tap IEEE Channel Mod&fading channel is given by (4.14).

614 ,p>-7940
Sae(P) =1 062p+5521 ,—8933< p<-7940 [Mbps] (4.14)
0 ,p<-8933

wherep is the received power in dBm.
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Figure 4-14 Average throughput data versus average RSS wittagee¢hroughput model and deadtime
probability versus average RSS for an IEEE 802\W1&\N operating in TGn Channel Model C: (a) average
throughput data with model and (b) deadtime prdiglper sample.

The piecewise linear model describing the maximuwhievable throughput for an IEEE 802.11g
WLAN operating in the multi-tap IEEE Channel Mod&fading channel is given by (4.15).

2671 . p>-6633
Sae(P) =1116p+10379 ,-8932< p<-6633 [Mbps] (4.15)
0 ,p<-8932

wherep is the received power in dBm.
45.6 Comments on Average Throughput Models

The average throughput was observed to have awisdinear relationship to average received
power, as shown in Sections 4.5.2-4.5.5. Howehés,relationship is more pronounced in the case of
multipath fading channels (TGn Channel Models B &)d Channel Model A (single-tap Rayleigh

fading channel) also shows a piecewise linearioglship, although it is not as pronounced for IEEE
802.11b WLAN case. For the constant channel, whechincluded as a baseline reference, the

piecewise linear relationship does not hold up &slthe throughput-power relationship is reminiscen
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of a step function, which aligns with the multigatVLAN device specifications. A piecewise linear

model is proposed for simplicity, although a matewaate model would be a step functin
4.5.7 Comparison of Average Throughputs

A comparison between the throughput plots for threstant channel, Channel Model A, Channel Model
B, and Channel Model is made to examine the imphatte wireless channel on SISO WLANs. The

constant channel acts as a baseline upon whicbrtpare the Channel Model B and C throughput-
power results. Channel Models B and C are comptoeglach other and to the constant channel
baseline as they represent PDPs of realistic WLABrating environments; Channel Model A (single-

tap Rayleigh) is compared to the constant channthe single-tap Rayleigh fading channel, in

comparison to the constant channel, shows the ingfaeceived power fluctuations on performance
absent of the impact of multipath. Figure 4-15vehidhe throughput versus power plots for the
constant channel and single-tap Rayleigh fadinguablafor IEEE 802.11b and 802.11g.
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Figure 4-15 Comparison of average throughputs versus avera@efGtSVLANS operating in a constant channel
and TGn Channel Model A: (a) IEEE 802.11b andBBE 802.11g.

Observe that in Figure 4-15a, the drop-off in tiglgout occurs at a lower RSS than in Figure 4-15b.
Also, for both IEEE 802.11b and 802.11g cases,tlineughput achieved with the Rayleigh fading

85 |t was observed that the manufacturer specifie® R&toffs, which can be used to generate the istegl
function of throughput versus RSS, overestimatesatiiual performance that can be achieved.
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channel is lower than that achieved with the caristhannel, as would be expected. It can be seen i
Figure 4-15b that the Rayleigh fading throughpupliiys a piecewise linear relationship with the
maximum throughput not being achieved whereasdhstant channel throughput is a step function. In
Figure 4-16 a comparison is made between the thpmtepower plots with a constant channel,
Channel Model B, and Channel Model C for IEEE 8@B.and 802.11g.
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Figure 4-16 Comparison of average throughputs versus avera@ef&tSVLANS operating in a constant

channel, TGn Channel Model B, and TGn Channel M@de(a) IEEE 802.11b and (b) IEEE 802.11g.
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The key point that needs to be made regarding €igut6a and Figure 4-16b is that the average
throughput versus power achieved with Channel M&dahd Channel Model C is effectively the same.
This is not surprising considering that the tworohel models do not differ significantly in delaysad
and number of taps. Again, the throughput in aadhannel is lower than for the constant channel;
note that for the 802.11b case, the achieved ametfagughput with the multipath fading Channel
Models B and C appears to be slightly higher thoaritfe single-tap Rayleigh fading channel.

4.6 Throughput Variations

Understanding throughput variations is criticafjgning insight into the nature of how certain ahels

degrade the achievable throughput. The averagmudghput gives you an idea of the long term
throughput expectations given certain channel ¢mmdi. On the other hand, throughput variations
show you how much the throughput varies given edilocation and average power. An unambiguous
method for showing throughput variations is to plbe CDF of the throughput samples (either

instantaneous or with a specified averaging perioBpr constant channels, the CDF will fall off
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sharply; as the channel becomes harsher, the Ci2Bdgpout as there are times when the throughput is
momentarily very low. Modeling these variationtowass for augmentation of the average throughput

models described in Section 4.5 and more accurgikeimentation of throughput modeling.
4.6.1 Understanding Throughput Variations

Throughput variation, either instantaneous or aver long term, can cause the performance of a
WLAN to degrade. In the ideal case, there wouldhiieimal throughput variation, especially when
considering streaming media, where a steady thmutghs desirable. In the case of WLANS,

throughput variations have three main causes:
1) Medium contention due to the DCF access mechanism
2) Variations in DLR due to channel fluctuations
3) Packet loss (due to collisions or channel fluctugtihat results in retransmission

When examining per packet throughput, the varighdf the time between frames (jitter) causes such
throughput variations. A constant channel exhitstatively little throughput variation from the ame
throughput for a given sample whereas a multipdtannel such as Channel Model B shows
considerable throughput spread, especially at IdR%&8 values. When the RSS is relatively high and
the DLR is not varying as a result of high SNRshbuld be noted that there is still throughputatson
occurring even in a single AP, single client netsvoonfiguration. This is a result of the DCF baftko
mechanism results in the inter-frame delay to veayising the instantaneous throughput to change. A
good example of throughput variation that remaiteady as the power varies (with the rate also
remaining steady) can be seen in Figure 4-17, whkiatws the CDFs for different RSSs for IEEE

802.11b operating in a constant channel.

When examining throughput variation, an averagiag loe performed on the data to smooth the results.
This is relevant when probing throughput variatieith respect to a given application such as video
streaming. Certain applications have certain thinpuit requirements over a given window of time as
buffering is incorporated to compensate for vawiagi in throughput. If throughput is averaged over
this window, the throughput variation with respexthe application is determined. This would prove
helpful in determining the probability that any giv application would perform acceptably under

certain propagation conditions.
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4.6.2 Data Collection and Analysis

Data collection for throughput variation analysigsaperformed as in the throughput versus power case
except that packets were captured for a fixed traif 1 minute. Having a 1 minute sample duration
encompasses the specified PROPSIm™ channel enmulatie of 60 seconds while providing for a
sufficiently long sample period to be able to amalyhow the variations in the channel affect the
throughput for a fixed average received power. eghttifferent frame lengths were utilized (128, 512,
and 1536 hytes) to examine the effects of packegtieon throughput variation. As before, multiple
channel models were used for both IEEE 802.11b8%#d11g operational modes. Packet lists were

collected for decreasing received powers, withnatéion increasing in 5 dB increments.

Instantaneous throughput data were calculated Wiggahe data segment length of the captured data
packet and dividing by the per-packet inter-frameation. This yielded the throughput achieved for
the transmission of a given frame. Outliers weraaved, as the inter-frame durations were not away
reported correctly by Airopeek, resulting in negatiinstantaneous throughputs or instantaneous
throughputs that are practically not possible. €DK the instantaneous throughput data were

generated and used for modeling of instantanesasdhput variations.
4.6.3 Throughput Variations per Channel

Instantaneous throughput was calculated for thesteoh channel and Channel Models A, B, and C for
8 different measurement samples with different agerRSSs. CDFs showing the throughput variation
for the various channels as the RSS decreasedgeesrated using the instantaneous throughput data.
Throughput outliers, i.e. data below 0 Mbps (emointer-frame duration such as a negative value) a
throughput values that are theoretically too highte¢-frame duration too small thus giving the
impression of very high throughput) were removeglach CDF for the decreasing RSSs (for IEEE
802.11b and 802.11g modes) was plotted on a 3Dvplsus RSS, with the RSS being the average over

the given sample period.

Figure 4-17 through Figure 4-24 show the CDFs efantaneous throughput variation versus RSS for
the four channels. The frame size for the datkecigld to generate these figures was 1536 bytes. T

instantaneous throughput data was mapped to a GIbf 600 histogram bins. For IEEE 802.11b, the
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maximum instantaneous throughput considered forGbé& was 9 Mbps whereas for 802.11g, the

maximum instantaneous throughput considered wadbts ™~ .
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Figure 4-17 CDFs depicting the measured instantaneous throtugapiation at eight average RSS values for an
IEEE 802.11b (long preamble) WLAN operating in astant channel. Observe that the CDF changegat th

average RSS is decreased.

"™ There were outliers in the data that resultednirealistically high instantaneous throughputs. cBgping the

throughputs utilized in the CDFs, a more accurdd® @as generated; one that eliminated outliers.
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Figure 4-18 CDFs depicting the measured instantaneous throtigfapiation at eight average RSS values for an

IEEE 802.11g WLAN operating in a constant chanr@hserve that the CDF changes at the average RSS is

decreased.
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Figure 4-19 CDFs depicting the measured instantaneous throtigfapiation at eight average RSS values for an
IEEE 802.11b (long preamble) WLAN operating in TGnannel Model A. Observe that the CDF changeseat t

average RSS is decreased.
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Figure 4-20 CDFs depicting the measured instantaneous throtigfapiation at eight average RSS values for an

IEEE 802.11g WLAN operating in TGn Channel Model @bserve that the CDF changes at the averageRSS i

decreased.
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Figure 4-21 CDFs depicting the measured instantaneous throtugapiation at eight average RSS values for an
IEEE 802.11b (long preamble) WLAN operating in TGnannel Model B. Observe that the CDF changdseat t

average RSS is decreased.
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Figure 4-22 CDFs depicting the measured instantaneous throtigfapiation at eight average RSS values for an

IEEE 802.11g WLAN operating in TGn Channel Model Bbserve that the CDF changes at the averageRRSS i

decreased.
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Figure 4-23 CDFs depicting the measured instantaneous throtuigapiation at eight average RSS values for an
IEEE 802.11b (long preamble) WLAN operating in TCGmannel Model C. Observe that the CDF changdgeat t

average RSS is decreased.
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Figure 4-24 CDFs depicting the measured instantaneous throtigfapiation at eight average RSS values for an
IEEE 802.11g WLAN operating in TGn Channel Model Gbserve that the CDF changes at the averageRRSS i

decreased.
4.6.4 Modeling Throughput Variations Using Weibull

From the CDFs shown in Figure 4-17 through Figugl4it can be seen that the shape and mean of the
throughput variation CDF for a given channel changs the average RSS (for a given sample)
decreases. For IEEE 802.11b operating in a canstemnel, this change does not happen until the
RSS has is in the -85 to -90 dBm range. For arEIBB2.11g WLAN also operating in a constant
channel, this change in the CDF begins to occartagher average RSS. For harsher channels, such a
Channel Models B and C, there is a more graduaigdhén the CDF. It was observed that this change
in the CDF appeared to be related to the changeénage throughput as a function of the received
power, which we have modeled as a piecewise lifgastion. In Figure 4-17, there is an apparent

breakpoint visible where the 802.11b constant ceb@DF suddenly changes.
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Figure 4-25 Sample measured instantaneous throughput vari@tdffs with Weibull distribution fit for IEEE
802.11b and 802.11g WLANS.

Probability distribution function fitting to the mhughput variation CDFs resulted in the Weibull
distribution being a generally good fit for the nhals and operational modes examined (see Figure
4-25 for Weibull fit examples), although it shoddd noted that the instantaneous throughput CDFs are
not smooth functions and sometimes show significkiation from the Weibull distribution. The
Weibull distribution has two parameters, twale and shapeparameters that define the shape of the
distribution, the PDF of which is given by (4.1%6].

£, (xk,A) —E(KJHeW (4.16)
S AV '
wherek is the shape parameter anis the scale parameter. The scale and shape @@anfor a given
channel, operational mode, and sample were plotteslis the average throughput calculated from the
throughput models in Section 4.5 using the aveR@8 of the measurement sample, and are given in

Figure 4-26 through Figure 4-33. The parametersevdeawn from Weibull distribution fits to the

T See < http://en.wikipedia.org/wiki/Weibull_disttition >.
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CDFs in Section 4.6.3. It can be seen that theb\Wleparameters are linear functions of the average

throughput and a best-fit line for each case islaiceon the figure§*.
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Figure 4-26 Weibull parameters plotted versus the average timout calculated using average the throughput
models at the given measurement sample averagédR88 IEEE 802.11b WLAN (long preamble) operating

a constant channel: (a) scale parameter and épegbarameter.

Note that in Figure 4-26 there are a few data poivierlapping around 6 Mbps average throughput.
This is the result of the constant channel througifipr IEEE 802.11b dropping off at a low RSS.

¥ The shape parameter with IEEE 802.11g operating éonstant channel showed greater variation than t
other channels and modes. There was variation fhemmodel with the average throughput as wellis Tould

be attributed to the linear fit being assumed calgh the actual throughput versus power was mepase.
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Figure 4-27 Weibull parameters plotted versus the average timout calculated using average the throughput
models at the given measurement sample averagddR&6 IEEE 802.11g WLAN operating in a constant

channel: (a) scale parameter and (b) shape paaamet

In Figure 4-27b, the fit is not as good as in tltieep cases, which is likely due to the linear dfépo
approximation made to a stepwise average throughmgtion. However, there isn't a significant
deviation from the fit, which is at most about #.should be noted that the constant channel carges
included for comparison only and do not play muth eole in throughput modeling and simulation as

the constant channel is an ideal channel and reewsts in actual installation environments.
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Figure 4-28 Weibull parameters plotted versus the average timout calculated using average the throughput
models at the given measurement sample averagddR@6 IEEE 802.11b WLAN (long preamble) operating

TGn Channel Model A: (a) scale parameter andifhps parameter.
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Figure 4-29 Weibull parameters plotted versus the average tfimout calculated using average the throughput
models at the given measurement sample averagddR@6 IEEE 802.11g WLAN operating in TGn Channel

Model A: (a) scale parameter and (b) shape pammet
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Figure 4-30 Weibull parameters plotted versus the average timout calculated using average the throughput
models at the given measurement sample averagddR@6 IEEE 802.11b WLAN (long preamble) operating

TGn Channel Model B: (a) scale parameter andhi{ajps parameter.
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Figure 4-31 Weibull parameters plotted versus the average timout calculated using average the throughput
models at the given measurement sample averagddR@6 IEEE 802.11g WLAN operating in TGn Channel

Model B: (a) scale parameter and (b) shape pasmet
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Figure 4-32 Weibull parameters plotted versus the average timout calculated using average the throughput
models at the given measurement sample averagddR@6 IEEE 802.11b WLAN (long preamble) operating
TGn Channel Model C: (a) scale parameter andh@pe parameter.
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Figure 4-33 Weibull parameters plotted versus the average tfimout calculated using average the throughput
models at the given measurement sample averagddR@6 IEEE 802.11g WLAN operating in TGn Channel
Model C: (a) scale parameter and (b) shape paesmet
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The functions presented above relating the avetiagrighput (found using the average throughput
models) for a given RSS to the Weibull scale arapstparameters relate the average throughput to the
distribution of throughput that is seen at the giveceived power. These functions vary for diffeere
operational modes (802.11b and 802.11g in thisshaad channel®®. By utilizing these functions, a
comprehensive throughput model has been develb¢describes not only the average throughput for
a given RSS but also the distribution of the thigug variation (see Section 4.7). Although onlEE
802.11b and 802.11g operating in four differentcteds was explored here, this method can be applied

to other channels (D-F and arbitrary channels)\Wh@N operational modes.

For all the channels examined, the relationshipveen the Weibull scale and shape parameters to the

average throughput is given by (4.17) and (4.18séale and shape parameters, respectively.
MSug(P))=M,S,4(P) +b, (4.17)
K(Sug(P)) = MS,y(P) + b, (4.18)

where Savg(p) is the average throughput given a received popreim, , is the slope of the function,

and b, , is the y-intercept of the function, for the respecparameters. Table 4-2 gives the function

parameters for the best-fit lines given Figure 4##6ugh Figure 4-33.

Table 4-2 Scale and Shape Function Parameters for Weibullelitogl

IEEE 802.11b IEEE 802.11¢g
Channel Model
m, b, M b m, b, M b
Constant 0.83, 1.58 1.43,1.42 1.01, 2.39 0.19,3.91
Model A 0.75, 2.18 2.22,-3.72 1.09, 2.10 0.25, 0.65
Model B 0.61, 3.00 1.60, 0.19 1.10, 2.49 0.23,1.21
Model C 0.61, 3.00 1.52, 0.69 1.11, 1.63 0.22,1.48

8558 And for different packet lengths, as illustratadSiection 4.6.6.
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4.6.5 Modeling Throughput Variations with Gaussian Assumgiion

An alternative approach to modeling throughput ataons is to assume that the distribution of the
throughput variations around the average throughplithave a Gaussian distribution. This has the
advantage of being simpler to simulate as wellrexbkng a simpler comprehensive throughput model
format, as described in Section 4.7. However ajtygroach to Gaussian modeling taken here does not
take into consideration the changes to the throughlpriation CDF that occurs as the RSS (and
consequently average throughput) decreases. Fhis area for further exploration — the modeling of
changes to the standard deviation (when using thes§&dan modeling approach) of the throughput

variation CDFs as a function of RSS or averageutfinput.

For a given channel and WLAN operational mode, rirean of the instantaneous throughputs was
subtracted from each instantaneous throughput sarfigol each measurement sample (attenuation
setting). This yielded only the throughput vadatifrom the mean. A CDF of the histogramadif of

the throughput samples for all of the measuremamipes was taken and fitted with a Gaussian, as
shown in Figure 4-38 through Figure 4-41 for IEER281b and 802.11g for all the channels examined.
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Figure 4-34 CDF depicting the measured instantaneous througlgpigtions for all the measurement samples

with the Gaussian distribution fit overlaid for EFEEE 802.11b WLAN (long preamble) operating in ast@ant
channel.
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Figure 4-35 CDF depicting the measured instantaneous througlgpigtions for all the measurement samples
with the Gaussian distribution fit overlaid for BEfEE 802.11g WLAN operating in a constant chanriébte that
the spread of the CDF is greater than in the IEEEBLb case, which is a result of the frame dunatizeing
shorter (due to higher rate DLRs) and thus the ghpfthe random backoff on the frame exchangetauras

more pronounced, causing the instantaneous thratighpary more.
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Figure 4-36 CDF depicting the measured instantaneous througlgpigtions for all the measurement samples
with the Gaussian distribution fit overlaid for BEFEEE 802.11b WLAN (long preamble) operating in TGhannel
Model A.
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Figure 4-37 CDF depicting the measured instantaneous throughgigtions for all the measurement samples
with the Gaussian distribution fit overlaid for BEfEEE 802.11g WLAN operating in TGn Channel Model A.
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Figure 4-38 CDF depicting the measured instantaneous througlgpigtions for all the measurement samples
with the Gaussian distribution fit overlaid for BEEEE 802.11b WLAN (long preamble) operating in TGhannel
Model B.
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Figure 4-39 CDF depicting the measured instantaneous throughgigtions for all the measurement samples
with the Gaussian distribution fit overlaid for BEFEEE 802.11g WLAN operating in TGn Channel Model B.
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Figure 4-40 CDF depicting the measured instantaneous througlgpigtions for all the measurement samples
with the Gaussian distribution fit overlaid for BEFEEE 802.11b WLAN (long preamble) operating in TGhannel
Model C.
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Figure 4-41 CDF depicting the measured instantaneous throughgigtions for all the measurement samples
with the Gaussian distribution fit overlaid for BEEEE 802.11g WLAN operating in TGn Channel Model C.
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The average throughput per measurement sample aladated as the mean of all the instantaneous
throughput samples in the given measurement sanpiis. is different from the approach taken to find
the average throughput samples for average thratighpdeling performed in Section 4.5, where the
DLR probabilities were determined for a measuremantple and the maximum achievable throughput
was calculated using per-DLR theoretical througbpuAs a result, the throughput models in Section
4.5 give a pseudo-theoretical bound on throughptiopnance and if utilized here, would not yield a
zero mean CDF. However, the average throughputetacchn still be utilized to find the average
throughput for a given RSS, and the Gaussian masks to determine the throughput deviation around
that average throughput. By utilizing the mearthef instantaneous throughputs, an effectively zero

mean distribution was guarantied.

Table 4-3 gives the standard deviations for modethve throughput variation per channel per mode

with the Gaussian fit assumption for the throughgutations.

Table 4-3 Gaussian Model Standard Deviations per ChanneDperational Mode

Gaussian Model Standard Deviation [Mbps]
Channel Model
IEEE 802.11b IEEE 802.11g
Constant 0.8376 3.1854
Model A 1.2162 4.2839
Model B 1.1312 4.0961
Model C 1.0660 3.9394

It should be noted that the standard deviation$ahle 4-3 are for the specific RSS range that the
throughput variations were measured over. Sindéraughput variations for all measurement samples
are collected into a single distribution, the ramgmuld have an effect on the overall distributian a
there are variations in the distribution for difat RSSs. These distribution variations are what t
Weibull distribution modeling approach addressé#gure 4-42 shows a sample comparison between

the measured instantaneous throughput data CDRKY#iteull model CDF, and Gaussian model CDF.
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Figure 4-42 Example comparison of measured instantaneous thpatiglata CDF for IEEE 802.11g operating in
TGn Channel Model B with Weibull and Gaussian Madel

4.6.6 Effects of Packet Length on Throughput Variation

It is understood that a shorter packet length reslilce overall maximum achievable throughput. The
effects from different channels on different paclegigths would vary, but in general, the throughput
would decrease as the packet length was shortedatiels were not presented in Section 4.5 for
different packet lengths as the aim was to model tfaximum achievable throughput for a given
channel as a function of the received power, whtketresults effectively presenting a channel-wise

upper bound on throughput performance.

However, throughput variations may exhibit diffearérehavior for different channels given different
packets lengths. The data collection campaignuied gathering data to analyze throughput variation
for three different frame lengths: 128, 512, aB86Lbytes. Figure 4-43 and Figure 4-44 compare the
instantaneous throughput CDFs for different averB$Ss and different frame lengths for IEEE
802.11b and 802.11g WLANS.
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Figure 4-43 Comparison of instantaneous throughput CDFs forHBB2.11b with different frame lengths at
three sample average RSS values: (a) ~-61 dBms-{f® dBm, and (c) ~-89 dBm. Notice that the slop¢he

CDFs is sharper for the shorter frame length asdyauld be expected, the mean is less for the eshfsames.
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Figure 4-44 Comparison of instantaneous throughput CDFs forHBB2.11g with different frame lengths at

three sample average RSS values: (a) ~-64 dBm;-{19)dBm, and (c) ~-88 dBm.

The comparison of instantaneous throughput varia®Fs for different packet lengths at different
average RSSs above shows that the mean is leshddier frames (as would be expected) and that
there is a different in the slope of the CDF fdfatent frame lengths. It appears that the through

variation with shorter frames is less pronounced.
4.7 Comprehensive Throughput-Power Models

In Section 4.5, the average throughput was modsdeal function of power for four different channels.
The models presented give insight into the expeatedage throughput for a given RSS, but does not
express the variation in throughput that would lpeeted, given the variability of the WM and
variation in instantaneous throughput experience tduthe 802.11 MAC even for a fixed DLR. The

variation in throughput was examined in Section dr@&l the Weibull and Gaussian distributions
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proposed as models for describing throughput variat For the Weibull fit, it was shown that the
scaleandshapeparameters of the Weibull distribution are lindamnctions of the average throughput

for the four channels analyzed. The Gaussian g#samwas also a good fit to throughput variations.

Combining the average throughput models and thnowigkariation models into a comprehensive
throughput model provides a throughput model dbsagiboth the average throughput per channel and
the variation in instantaneous throughput for thetnnel. The throughput variation modeling appnoac
using the Weibull distribution performed in Sect#®.4 inherently yields a comprehensive throughput
model. Let the comprehensive throughput modelemgilay (4.19) be a Weibull distribution that is a
function of the average throughput, which is likesvia function of the average RSS for a given

measurement sample.
S(p) =77(S.e(P))  [Mbps] (4.19)

where S, (p) is found for a given power (in dBm) from the thghput models presented in Section

avg

4.5 and/](Savg(p)) is a random variable with a Weibull distributioayng scale and shape parameters

that are linear functions o5, ,(p), as given in Section 4.6. The RVs drawn from eibull

avg
distribution describe both the average throughpud &roughput variation. Note that since the
distribution extends to infinity, values greateartthe theoretically possible maximum throughpustmu

be cropped when generating throughput samples.

However, if using the Gaussian assumption of thinpug) variations, the form of the comprehensive
throughput model changes to a sum of the averageighput and a random variable. This form is
reminiscent of the approach taken to path-loss fimaglewhere the deterministic path-loss is varied
using a lognormally distributed RV. For the Gaamssassumption of throughput variations, let the

comprehensive throughput model be given by (4.20).
S(p) = S,4(P) +77  [Mbps] (4.20)

where /) is an RV drawn from a zero mean Gaussian distabuwith standard deviation determined

by the channel and WLAN operational mode, as givehable 4-3. Note that throughput deviations
greater than the maximum theoretical throughputusiithe average throughput and less than the
negative of the average throughput need to be ewdpr throughput sample generation. This

comprehensive throughput modeling approach is nfpbm two perspectives:
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1. The number of calculations required to simulateodlghput variations is less
because there is no necessity to calculate scaleslampe parameters, as in the

Weibull modeling approach

2. Generation of throughput samples is more straighticd due to Gaussian

distribution

However, a downside of the current form of the Garsmodeling approach is that the model does not
take into consideration variations in the distribntfor different RSS values, instead modeling all

throughput variations for numerous average RSSsnasdistribution. Figure 4-45 shows a sample

comparison between measured and simulated insenianthroughput samples (1000 samples) for
IEEE 802.11g operating in TGn Channel Model B.

1 T T T T T ! - I

' - '
Measured Data i j i
09| _ o ’ . e To--f-- I peeme-- -
YWeibull Model Simulation : : :
oal—— -Gaussian Model Simulation : ,J :

Curnulative Probability

1] ] 10 15 20 25 30 35 40 45
Instantaneous Throughput [Mbps]

Figure 4-45 Example comparison between measured and simula®®d (samples using Weibull and Gaussian
models) instantaneous throughput for IEEE 802.1dagating in TGn Channel Model B. Note that theran
offset betwen the Gaussian samples and the meadar@DFs. This is because the mean of the megsur
instantaneous throughput samples is slightly difiethan the average throughput data utilizedHeraverage

throughput models for a given average RSS.
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4.8 Simulation of WLAN Throughput

The comprehensive WLAN throughput models develojpethis thesis and described in Section 4.7
allow for simulation of WLAN throughput for a givechannel, average RSS, and operational mode.
Generation of throughput samples can be easilyopedd using MATLAB. For Gaussian throughput
variation modeling, invoking theor nr nd( u, ) command with mean zero and standard deviation as
given in Table 4-3 will generate thbroughput variationsabout the average throughput, which then
need to be added to the average throughput fovemgiverage RSS as given by the models presented

in Section 4.5. Gaussian RVs are also readilylaviai by other means due to their universal nature.

For Weibull throughput variation modeling, the MAAB functionwbl fi t ( A, k) can be invoked to
generate théhroughputsamples, wherg is the scale parameter akdhe shape parameter, calculated
using the equations given in Section 4.6.4 fonaigiaverage throughput, which in turn was calcdlate
using the models in Section 4.5 for a given RS3thokigh generation of throughput samples using
MATLAB procedures is straightforward, even for tWéeibull throughput variation model, doing so
with other software or in hardware may be less $be equation given by (4.21) yields RVs with a
Weibull distribution™ .

X = A(=InU)Y* (4.21)

wherel is the Weibull scale parametéris the Weibull shape parametét,s a uniformly distributed
RV on the range (0,1], arlis an RV with a Weibull distribution defined Byandk. The MATLAB
functions for Gaussian and Weibull RV generationught up in the previous two paragraphs were

utilized for simulation of the throughput samplesgiaven in the example shown in Figure 4-45.
4.9 Metric for Comparatively Analyzing Throughputs

A metric is proposed that will allow for relativormparison between the channel performance of
different WLAN devices. This metric yields the rmalized throughput for a give device in a given

channel. An RF-isolated test platform, such as deaeloped and used for this thesis, is necedeary

™ See < http://en.wikipedia.org/wiki/Weibull_distrition >.
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this metric so as to effectively compare devic&he control of the channel enabled through use of a

multipath testbed allows for the necessary coméglired for comparative evaluation.
Calculation of the metric for comparative analysishroughput involves three broad steps:

1) Find the area under the ideal throughput functasng function of RSS) for a given
device, in a given mode, in a given channel with BLR cutoffs as specified by
the manufacturer. Ensure that a specific confitjpmas utilized for calculation of

the maximum achievable throughputs.

2) Collect data and calculated the maximum achievéineughput versus RSS, as
described in Section 4.5.1 for the given devices given mode, in a given channel.
Find the area under this function.

3) Divide the integrated measured throughput with gwmmation of the ideal
throughput. The resulting value represents thetira of the throughput given
ideal circumstances and performance for a givencdewn a given mode, for a

given channel.

The metric should typically be less than 1, withrenbostile channels yielding smaller values. When
comparing the performance of two devices in theesahmnnel, it can be noted which has superior
performance simply by comparing the resulting neetrlt should be noted that both devices should
have similar performance specifications, such aB®supported. If a device does not support a highe
rate, the rate could be included in the calculatidnthe ideal throughput for device comparison
purposes. This metric effectively provides a ietaghip between the claimed performance of a given
device and the channel that it is operating in.e Eiguation describing the throughput comparison
metric is given by (4.22). Note that the maximuawprp,; must be selected and kept the same for all
devices being comparatively analyzed. A valued6fdBm is suggested as this RSS represents a value

at which all WLAN devices should be at optimum penfance.

-40
[ Sug(P)dp
= pmm

gs—l(pi—l - pi)

r

(4.22)
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where Savg(p) is the measured average throughput versus aver§§efiction (in an RF-isolated
testbed using an emulated channgl),, is the RSS where the measured throughput goesdp 3ehe

theoretical per-DLR throughputs for the given WLARNerational modep, the manufacturer specified

DLR cutoffs, andN the number of DLRs plus one. For devices that mawkiple DLRs with the same
RSS cutoff, it is suggested to examine which DLRuidized the most and use the theoretical

throughput for that DLR or to calculated the weaghaiverage of the multiple throughputs.

................................................................

Throughput [Mbps]

———————————————————————————————————————————————————————————————————————

---------------------------------------

—=— Measured Data

] ] 0 ldeal (Spec. Cutoffs) |

| | | I T T |
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Figure 4-46 Average throughput data and versus average RSSwaittufacturer specified upper bound on
performance (calculated per-DLR throughputs wittBR8toffs) for an IEEE 802.11b WLAN (long preamble)
operating in TGn Channel Model B. The area undembeasured data curve divided by the area under th

manufacturer specified performance step functiefdgi the comparative performance metric.

As an example, let us examine the proposed thraugherformance metric for an IEEE 802.11b
WLAN operating in Channel Model B. Figure 4-46 sisathe measured throughput versus power data
with the ideal throughput (calculated) overlaid the cutoffs specified by the WLAN device
manufacturer (Cisco). The area underneath the ideaughput function (shown in red) represents the
normalization factor in the metric whereas the amederneath the measured throughput function

(shown in blue with circles at the data pointsyespnts the total achieved throughput.
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A numerical approximation to the integral of theasered data, from -40 dBm to -90 dBm (the
projected RSS where the average throughput gog$Maps, as determined using the throughput model
for the same operational mode and channel) yiellédroughput area df.7135x16 bps-dB The
normalizing factor is3.2384x16 bps-dB The ratio of the areas yields the performancain& of
0.8379 which can be interpreted as the WLAN device olitg 83.79% of the ideal performance in the
given channel (TGn Channel Model B) with the giegrerational mode (IEEE 802.11b).
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Chapter 5: Conclusions and Future Work

A multipath RF-isolated real-time multipath testbeds designed and implemented that enabled
performance evaluation of WLANs in a controlledtteavironment for exploring the effects of the
channel on performance, namely the average thrauglersus average RSS and instantaneous
throughput variation. A measurement database BEIB02.11b and 802.11g WLAN performance data
in four channels emulated was compiled for analgsid modeling of throughput using the multipath
testbed. The performance data was utilized toldpuwmodels describing the average throughput as a

function of average RSS and instantaneous througlapiation.

WLAN throughput data showed that the wireless cbhafas a significant impact on the achievable
throughput. A highly piecewise linear relationshigtween average throughput and average RSS was
observed for fading channels; this relationship \ess correlated for the constant (ideal) channel
because WLAN devices have a stepwise throughpuepaelationship when operated in an ideal
environment. The stepwise throughput-power retatiip is a result of the multi-rate IEEE 802.11
PHY layer. Nonetheless, the piecewise linear meded adopted for the constant channel due to its
simplicity and also because the constant chanreglatyzed merely as a reference (it does not reptes

a realistic environment).

Analysis of the instantaneous throughput variatismswed that fading channels increase the spread in
throughput variation and that the spread in vamathanges as the average RSS decreases, which is
shown and modeled using CDFs for the four differg@mnnels analyzed. Models were designed to
describe the instantaneous throughput variationthé constant channel, and TGn Channel Models A,
B, and C using the Weibull and Gaussian distrimgio For Weibull modeling, the Weibull scale and
shape parameters were modeled as functions ofviage throughput, which can be calculated if
given an average RSS, the channel that the WLAbdperating in, and the WLAN operational mode
using the average throughput models developedisnthlesis. This has the advantage of varying the
shape of the CDF with respect to changes in avettageighput, which was the behavior observed.
Gaussian modeling combined all throughput variatiomno a single zero-mean distribution that glojpall

describes the throughput variations for a givemokband WLAN operational mode.

The average throughput models and throughput v@miaodels are combined to form comprehensive
throughput models that describe both the averageughput and throughput variation. The

comprehensive throughput models proposed use betiWeibull and Gaussian throughput variation
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models, yielding slightly different comprehensiteaughput models for each case. These models can
be used to describe throughput behavior and rigaliist simulate throughput samples. The models are
applicable to researchers working in the higheelay allowing them to incorporate the expected

average throughput and throughput variation foriveerg average RSS into their research, thereby

enabling more applicable results.

The repeatable average throughput versus averaged®fa collected using the multipath testbed can
be utilized for comparative performance analysisalbbse of channel controllability in the testbed. A
metric is proposed for comparative performanceuatan of WLAN devices that relates the achieved
throughput performance to the manufacturer speciierformance bound. The metric describes the
relative performance of a WLAN device under certagt conditions, disregarding the maximum
achievable performance, which is normalized outsafple calculation with the Cisco Aironet WLAN
client connected to the Linksys AP in IEEE 802.1ibde and operating in TGn Channel Model B
showed that the WLAN client achieved 0.8379 (83.y3% the possible performance. In stable

channels, the metric will be closer to one and bexemaller for more hostile channels.

Future work in this area would include expansionth&f multipath testbed for performance evaluation
of MIMO WLANs, measurements and modeling of throogh performance of MIMO WLANS,
analysis of the effects of the wireless channepacket loss and jitter, and further analysis ite t
impact of packet length on performance. Perforreaanalysis and modeling of VolP and video
streaming applications could be performed usingntitipath testbed to understand how streaming
applications are impacted by the variability of thieeless channel. Additionally, WLAN performance
could be analyzed and modeled for multi-client/irlR WLAN network configurations. Automation

of the data collection procedure would facilitatdraader, more comprehensive data collection and

performance modeling campaign.
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Appendix A: IEEE 802.11n Channel Model PDPs

The tap delay and average power are given in TAHleand Table A-2 for IEEE 802.11n channel
models B and C. The PDP parameters for ChanneeMddnd the constant channel are not given as
there is only one tap in these cases, with a deldy ns and an average power of O dB. For more
information on these channel models see [IEEO4].

Table A-1 Tap Delay and Average Power Specifications for @eaModel B

Average Tap Power [dB]

Tap Delay [ns] Cluster 1 Cluster 2
0 0 -
10 -5.4 -
20 -10.8 -3.2
30 -16.2 -6.3
40 -21.7 -9.4
50 - -12.5
60 - -15.6
70 - -.18.7
80 - -21.8
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Table A-2 Tap Delay and Average Power Specifications for @QeaModel C

Average Tap Power [dB]

Tap Delay [ns] Cluster 1 Cluster 2
0 0 -
10 2.1 -
20 -4.3 -
30 -6.5 -
40 -8.6 -
50 -10.8 -
60 -13.0 -5.0
70 -15.2 -7.2
80 -17.3 -9.3
90 -19.5 -11.5

110 - -13.7
140 - -15.8
170 - -18.0
200 - -20.2
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Appendix B:  Azimuth™ Systems 801W Tutorial

A brief tutorial on setting up a WLAN client and Afthin the Azimuth™ Systems 801W test platform
is presented here. For more details on settinghep Azimuth™ test system and details on its
implementation, the reader is referred to [AZIOAZ]04b, AZI05] and other documentation available
from Azimuth™ Systems. The tutorial aims to heip Setting up a simple one client, one AP
infrastructure network through the Azimuth™ tesdtfdrm. A simple traffic generation and capture is
performed. An extension of this tutorial is to tise network that is setup here and run the Azifuth

Rate vs. Range script to get throughput versuslpathresults.

This tutorial assumes that an Azimuth™ Systems 8@t an RFM, STM, and WLA has been setup
and is functional. Additionally, there should be accompanying MTH RF isolation chamber for the
WLAN AP. The RF connectors of the WLAN client adP should be exposed (which required
removal of device casing). Azimuth™ recommendsawah of the antennas on the WLAN devices;
this can or cannot be done. There will be degiadah performance (higher attenuation) due togher

being a mismatch if antennas are left attached.
Step 1

Install any necessary drivers for the WLAN clienthe Azimuth™ DIRECTOR™ computer has a
shared folder on the D: drive. Place any drivate the shared folder and these can be accessed fro
the STM PC by opening an Explorer window and cotingd¢o the DIRECTOR™ PC using FTP (type
ftp:\\192.168.2.1for the URL with usernameonsoleand passwor@zimuth). The STM PC can be
accessed via Remote Desktop from the DIRECTOR ™vsoé by right clicking in the leftmost column
on the STM icon. For the purposes of this tutona will leave the default settings for the WLAN

client

Concerning the WLAN AP, it may be necessary to geatine IP address from the default address as
there may be an IP conflict. Make sure the IP @sklrs of the formi92.168.xx.1 Check that DHCP is

enabled. Leave all other settings at their defealltes.
Step 2

Insert the WLAN client into the Carrier Card thatl\we inserted into the STM. Connect the RF cable
with the correct RF connector to the ports of theAN card (there are typically two for a SISO
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WLAN). If there is a splitter, connect both cabteshe splitter; if not, terminate one end andrmat
the other end to the RF port of the Carrier Cahaksert the Carrier Card into the STM and securely

close the door. This isolates the WLAN client fromoiside interference.

Likewise, connect the primary antenna of the WLAR # the RF port at the back of the MTH. There
is typically a second antenna port on the AP — shisuld be terminated. The power connection and
Ethernet connection (to the Azimuth™ Test-Net) mustconnected through the filtered ports at the

back of the MTH. Securely close the MTH coverlsat the AP is isolated from outside interference.
Step 3

Connect the RF port of the MTH (that is connectdhe AP internally) to RF Port 1A of the RFM.
This is internally connected via the RF backplahéhe 801W chassis to the WLAN client inside the
STM. There are three attenuators in this propagapath; it is recommended to set one of the
attenuators to 20 dB to ensure that the WLAN STresrat saturating. However, it is recommended to
change the attenuation of the signal path onceé¢hwork is setup to see how the data rate chargjes a

the path attenuation is increased, etc.

Check that the STM and WLA are set so that the iBfasis routed to the RF chassis common. This is
done by right clicking on the respective modulgha Director window left pane and clicking on RF
Configuration, which brings up a window allowingetluser to change the RF switch setting and
attenuation of the attenuators in the modules. Whe&N client should not be able to associate to the
WLAN AP.

Step 4

Set up the Azimuth™ traffic generator, which isesgible from the DIRECTOR™ window left pane
by right clicking on the WLAN client and clickinghoTraffic Generator. Add the MAC address of the
WLAN AP as the destination and click teaable trafficcheckbox. The other parameters, such as the
traffic density and frame length can be adjustedessred. The traffic can now be started and sdpp
from the DIRECTOR™ window toolbar.

Remote Desktop into the WLA by right clicking oret@VLA in the DIRECTOR™ left pane. Start a
packet capture (make sure to choose the correcinehaWLAN analyzer, etc.) and the packets

traveling between the client and AP will be shown.
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Appendix C: Elektrobit PROPSIim™ C8 Tutorial

A brief tutorial describing the setup of a simpleltipath fading channel using the PROPSIm™ C8 is
presented here. For the purposes of this tutatiakill be assumed that channel 1 and 2 of the
PROPSIm™ are being used and that a setup simithiataused for data collection in this thesis, véith
single WLAN client and WLAN AP infrastructure netvkothat is already setup with uplink and
downlink signal routed to the unidirectional PROR31 channels is being used. In order to utilize the
channel setup here with the Azimuth™ system, aedifit Azimuth™ configuration than that which is

described in Appendix B will need to be utilized.

An external RF local oscillator is needed to useRROPSIm™ RF input/output ports. This should be
set to generate a continuous wave signal with tivgep at each PROPSIm™ RF local oscillator input at
0 dBm. The frequency of the local oscillator netlde 300 MHz above the center frequency if the
center frequency being used is less than or equalGHz or 300 MHz below the center frequency if

the center frequency being used is greater thaH& G
Step 1

Set up the channel correlation matrix for the uplemd downlink PROPSIm™ channels. For
simplicity, this should be set to 1, which defirgeseciprocal channel. Setup of the channel cdroela

matrix is done by running the PROPSIm™ Correlakaitor program.
Step 2

Define the desired channel model by specifyingctennel PDP using the PROPSIm™ Channel Model
Editor program. Since correlated uplink and domkichannels are being used, a single PDP must to
be defined. When starting the Channel Model Egitogram, specify that there are two channels and
that a correlative channel model will be definedtlie popup window that comes up. The center
frequency, channel model accuracy, tap delaysptayers, fading, Doppler, etc. need to be specified

here for the channel that will be emulated.
Step 3
Specify the PROPSIm™ channel(s) to be utilized, sigmal routing, input power levels (can be

changed later), output gain (can be changed lagtc), using the PROPSIm™ Simulation Editor
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program. Once the desired test configuration heen kentered, the simulation setup should be saved

followed by generation of the simulation file.
Step 4

Open the simulation that was generated using th@HSRm™ Simulation Editor using the PROPSIim™
Simulator Control program. The WLAN clients contegtshould now be able to associate. Adjust the
input power level setting at the PROPSIm™ for thie thannels being used so that there is not signal
clipping, which will be indicated in the lower pamé the Simulator Control program when the
simulation is running. The output attenuation iyaan be changed to lower the RSS at the receiving
STA. The Doppler can be varied by adjusting mobétcity if desired. There is a run button in the
Simulator Control window toolbar that is used tarsthe simulation. Note that some parameters can
be changed during emulation while others can oslglanged when the simulation is stopped (make
sure to click the “apply” button or else the changéll not be reflected in the channel emulation).
Variations in the RSS or SNR should now be obsdevidlsimulating a fading channel, using WLAN

client software or a WLAN protocol analyzer.
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Appendix D: Results Presented at CISS 2006

The results included in this Appendix were presgstethe Conference on Information Sciences and
Systems (CISS) in March 2006 at Princeton UniversRrinceton, NJ, USA. They represent
preliminary results, as modifications to the tedtlveere made following submission of the paper.
However, they do provide insight into the naturdglobughput for IEEE 802.11b/g WLANs and how
throughput can be modeled as a function of recgpeader. Please see [METO06] for the complete final

paper, which includes throughput-power models K&t 802.11b/g WLANS.

In the paper, the multipath testbed was descrilbeddata collection methodology presented. We then
proceeded to show how maximum throughput is a fonobf the received power and propagation
environment. Throughput versus power models weopgsed using line fitting for four channels:
single tap constant, single tap lognormal, single Rayleigh, and multi-tap IEEE 802.11n Channel
Model B""™™" It should be noted that the uplink and downlafiannels for these measurements were
uncorrelated; this was a testbed modification mkider. There were some other minor testbed
modifications as well, such as the AP being changed the AP signal being routed through the
Azimuth™ RFM.

Another change was in the generation of throughgata points. The same methodology was
implemented (taking the vector product of the DuBlgabilities and calculate per DLR throughputs) to
find the maximum throughput for a given measurensamiple. However, the probability of having a
“0 Mbps” frame was modified to be more accurate it place, a deadtime probability metric is
utilised, which states the probability that the WM not actively being used for an ideal frame
transmission (one without any retransmissions).e Pprevious method utilized the total number of
frames that Airopeek received in relation to th&ltmumber of data frames that were filtered. See

Section 4.5.1.3 for details on the calculation @hdtime probability.

™" The Doppler spectrum for the IEEE 802.11n chamnetlel B and other channels was flat. The channel
model document specifies a flat spectrum for chbmualel A (single tap Rayleigh), but a bell-shagpéctrum

for the other channels.
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The objective of the paper was to present the pathitestbed that we had developed for examiniag th
nature of channel effects on WLAN performance aralige channel dependent average throughput
versus power models that could be used as a gtgutimt for determining what throughput could be
expected for a given received power in a given fgaysenvironment. We showed how power
variations cause DLR variations, which we depi@sdLR histograms that ultimately lower maximum
achievable throughput. The DLR probability distitibn for a given received power can be used, along
with calculated throughput per-DLR for a given samssion protocol, to determine what the maximum
possible throughput for that given power level ahdnnel is. Figure D-1 through Figure D-4 show the
average throughput data with throughput modelslaneand sample DLR histograms for four different
channels (constant, lognormal, Rayleigh, and TGan@kl Model B). The WLAN mode was |IEEE
802.11b/g for the figures presented.
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Figure D-1 Average throughput data versus average RSS withuginput model and sample DLR probability
histograms for an IEEE 802.11b/g WLAN operatingisingle-tap constant channel: (a) average thimutgdnd
(b) sample DLR histograms.
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Figure D-2 Average throughput data versus average RSS withugimput model and sample DLR probability
histograms for an IEEE 802.11b/g WLAN operatingisingle-tap lognormal fading channel: (a) average
throughput and (b) sample DLR histograms.
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Figure D-3 Average throughput data versus average RSS withugimput model and sample DLR probability
histograms for an IEEE 802.11b/g WLAN operatingisingle-tap Rayleigh fading channel: (a) average
throughput and (b) sample DLR histograms.

120



Conclusions and Future Work

30

25 : )
: Ded
e ] : i :
il : : :
_ 20 s D 08tk
= e | =
= 3 = 48
E & - £ st
=) £ [
2 tf o 1
=
£ = 04

=
T

02r 1 &
4

: i : : 5

; ) : : ;

i r : ; i

&r : ety 3 ; :
i 9"0 o s O Measured Data :

‘@ i == = Throughput Model |
i T T i

0 i :
00 a0 50 70 0 0 a0 50 5 50 75 70 5 B0
RSS [dBrm] RES [dBm]
(@) (b)

Figure D-4 Average throughput data versus average RSS withugimput model and sample DLR probability
histograms for an IEEE 802.11b/g WLAN operating {Bn Channel Model B: (a) average throughput and (b

sample DLR histograms.

Our results for an IEEE 802.11b/g WLAN showed ttiwdre is a significant decrease in throughput

when comparing the multipath, fading IEEE 802.1bharmel model B throughput versus power plot

with that of a constant channel. Our throughpetindicated that there was an approximately 15

Mbps drops in throughput between -70 dBm and -8t di@tween the ideal constant channel and more
realistic channel model B. Additionally, the rasulor a single tap Rayleigh channel were simitar t
that of channel model B. The lognormal channel shghtly better, showing a slower drop in
throughput than the fast fading channels. The isathat were presented were piecewise linear, with

the average RSS (in dBm) being the independerdivari
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